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Abstract

EEG (electroencephalography) has been used for decades in thousands of research studies and is
today a routine clinical tool despite the small magnitude of measured scalp potentials. It is widely
accepted that the currents originating in the brain are strongly influenced by the high resistivity
of skull bone, but it is less well known that the thin layer of CSF (cerebrospinal fluid) has perhaps
an even more important effect on EEG scalp magnitude by spatially blurring the signals. Here it is
shown that brain shift and the resulting small changes in CSF layer thickness, induced by changing
the subject’s position, have a significant effect on EEG signal magnitudes in several standard visual
paradigms. For spatially incoherent high-frequency activity the effect produced by switching from
prone to supine can be dramatic, increasing occipital signal power by several times for some
subjects (on average 80%). MRI measurements showed that the occipital CSF layer between the
brain and skull decreases by approximately 30% in thickness when a subject moves from prone
to supine position. A multiple dipole model demonstrated that this can indeed lead to occipital
EEG signal power increases in the same direction and order of magnitude as those observed here.
These results suggest that future EEG studies should control for subjects’ posture, and that some
studies may consider placing their subjects into the most favorable position for the experiment.
These findings also imply that special consideration should be given to EEG measurements from
subjects with brain atrophy due to normal aging or neurodegenerative diseases, since the resulting
increase in CSF layer thickness could profoundly decrease scalp potential measurements.
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1. Introduction

Electroencephalography (EEG) is one of the oldest sensor modalities in neurology and neuro-
science, and is still frequently used in both the clinic and the lab. It continues to increase scientific
understanding of brain function and functional localization, and in the clinic it is used diagnos-
tically for epilepsy and other diseases and as a monitor during many procedures and surgeries
[40][44][52][23]. EEG signals are also used as an index for alertness, attention, and inhibition, and
are the most common “interface” in brain-computer-interfaces (BCIs, or brain-machine interfaces-
BMIs) [25][12][31][27]. So important is this modality to all manner of physiological, cognitive
science, and neurological research that the effects of a plethora of factors on EEG have been inves-
tigated. A quick literature search will find studies on the effect on EEG of various pharmaceuticals,
temperature, music, mood, lighting, aromatherapy, and meditation, just to name a few.

The prominence of EEG in neuroscience methods, along with its low signal-to-noise ratio,
have prompted many investigations into methods for maximizing information extraction e.g.
[16][5][54][48], often using advanced signal processing and classification algorithms, and it is stan-
dard practice in research to use an expensive shielded room as a Faraday cage [46] to minimize
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noise. Yet relatively little research has been done on the effects of subject head orientation, rela-
tive to gravity, on the EEG signal. The literature that does exist mostly focuses on the effect of
baroreception on sitting vs. supine positions (see [26] for a review).

Recent papers have shown that the force of gravity may cause the brain to shift between
prone and supine positions [49], due to its negative buoyancy in cerebro-spinal-fluid (CSF) [34].
While minor in comparison to the thickness of the skin and skull, not to mention the resolution
of EEG electrodes, the conductivity of CSF is 50-100 times that of the skull and fat, and 5-10
times that of gray matter [35]. This gives its distribution a potentially much larger effect on the
measured scalp voltage potentials, as shown in [39][38][51] where the effect of neglecting CSF
thickness is investigated using realistic head models. This is especially true for signals with non-
spatially-coherent sources, e.g. gamma activity [17], wherein the CSF ‘smears’ the neighboring
signals together [37][14], resulting in a cancelling effect, adding to the more obvious effect produced
simply by moving the brain closer or farther from the electrodes. Hence, it is hypothesized that
this 30-50% change in the total thickness of the CSF from prone to supine positions will have a
large effect on the EEG signal.

In this paper the effects of subject position on EEG signals are measured in the occipital
cortex. MRI data from prone and supine positions supported literature estimates of a significant
change in CSF thickness in this region. Monte-Carlo simulations of multiple dipoles in a spherical
head model estimated that this change in CSF thickness would produce large increases in occipital
signal power, which matched the direction and order of magnitude of the empiracal EEG results.
These large changes in signal strength suggest that subject position is an important consideration
in BCI experiments, general EEG-based research, and clinical usage.

2. Materials and Methods

2.1. MRI Experiment and Data Analysis

T1-weighted MRI scans (3D MP-RAGE sequence, TR=2250ms, TI=900ms, TE=4.52, 9-degree
flip angle with 176 1mm sagittal slices, each with a 256× 256 matrix and 256× 256 mm FOV),
eight prone, and nine supine (eight for analysis, one for coregistration), were performed on three
male subjects (authors CR, JKR, LCP) using a Siemens Trio 3.0 Tesla MRI system fitted with
a twelve-channel headcoil. Scans were acquired in a counterbalanced order. Between images the
participant was always asked to get out of the scanner and stand up prior to being repositioned
for the next scan, even if the posture was repeated between a pair of scans. This ensured that
the head position and scanner shim would have similar variability between postures and within
postures.

All scans were segmented using SPM8’s new segment procedure [2] and then coregistered
using SPM8’s DARTEL normalization [1], and the results were used to create supine and prone
statistical parametric models (SPMs) using SPM8. The % composition of CSF in voxels in the
frontal and occipital regions were then each integrated along the anterior-posterior axis to find an
estimate of the CSF thickness, where the domain of integration is either the frontmost or rearmost
regions of cortex, in this case being the anterior-most 3.3cm and posterior-most 3.0cm of the head
(limited by encroachment of the cerebellum, eyes, ventricles, etc.). The resulting estimates of CSF
thickness, can be compared between the prone and supine positions to find the relative change (see
Fig. 1). However, in general these are projections of the CSF thickness change onto the coronal
plane. For the statistical test, we limit the analysis to areas where the skull was orthogonal to
the anterior-posterior axis but excluding the projection of the falx cerebri, - thus giving unbiased
estimates of the CSF thickness change in these regions. Unpaired t-tests were then performed on
the average over these restricted regions of the eight prone and eight supine images.

2.2. Spherical Head-modeling and Multi-Dipole Simulations

To investigate conceptually whether or not small CSF thickness changes can account for EEG
signal strength changes of the direction and order of magnitude observed here, a heterogeneous
concentric sphere model was developed. Five dipoles were modeled at 7.5-degree intervals (about
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Figure 1: Conceptual diagram of MRI data collection and analysis. Colored plots (overlaid on corresponding cortical
surface) represent % change in CSF thickness (coronal projection) from prone to supine positions )
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1cm on the cortical surface), placed 1mm beneath the surface of the cortex. Because of the linearity
of the Poisson equation, one can simply add up the potential contributions of multiple dipoles,
each using equation 1 (see Appendix). Each dipole was assigned a random phase at 55Hz, and
simulated to oscillate for 5 seconds, while the corresponding potentials were calculated on the scalp
at 5-degree intervals. This was done 100 times for both axially and tangentially oriented dipoles,
and for CSF thicknesses of 2mm and 3mm. The spectral estimates were then calculated using the
same procedure and tools used for the EEG data (below), and averaged over trials. Conductances
were taken from [22] and sphere radii from [57] (the radius of the grey matter was 6.3cm, the skull
and scalp thicknesses were 6mm and 4mm respectively, and the CSF was modeled as either 2mm
or 3mm thick). The conductances were ρbrain = 300Ωcm, ρCSF = 65Ωcm, ρskull = 5000Ωcm,
ρscalp = 65Ωcm, giving a CSF:skull ratio of approximately 1:77. See the appendix for a derivation
of the four-region volume conduction model.

To investigate what proportion of the effect were due to the high conductivity of the CSF itself,
and what portion could be accounted for by the effect of simply moving the brain relatively closer
to the electrodes, the above simulations were also conducted using a model wherein the CSF was
given the same conductance as the gray matter.

2.3. Point Spread Function

In order to compare the localization of scalp potentials of dipoles under certain conditions,
the proportion of global power in a 15 degree radius can be calculated. Integrating over the local
surface Dlocal (15 degrees in θ, represented by Dθlocal

) of highest potential and normalizing by the
integral over the entire surface, Dt :

Plocal =

∫
Dlocal

V (rs, θ, β)
2dS

∫
Dt

V (rs, θ, β)2dS
=

∫ 2π

0

∫
Dθlocal

V (rs, θ, β)
2 sin(θ)dθdβ

∫ 2π

0

∫ π

0
V (rs, θ, β)2 sin(θ)dθdβ

where V (rs, θ, β) is the scalp voltage, as calculated using the four-region volume conduction
model (see appendix), results in the local proportion of potential power, Plocal, over a 15 de-
gree radius of scalp (or a 30 degree diameter- about 4cm ).

2.4. EEG Experiments and Data Analysis

Fourteen subjects (12 males and 2 females) aged between 19 and 44 years, without a history of
psychiatric or neurological disease, participated in this study after giving their written informed
consent according to the standards of the CCNY Institutional Review Board. EEG experiments
were performed in an electrically shielded, darkened room. Subjects were seated comfortably
upright in a chair, or reclined in the prone or supine position (order counterbalanced among
subjects) on a massage-bed with headrest. In the prone position, the forehead and cheeks rested
on the donut-shaped massage pillow, while in the supine the head was supported by a neck pillow
to avoid disturbing or putting pressure on the electrodes. Three computer monitors were matched
for brightness and contrast using a luminance meter and situated in the corresponding centers of
the visual field, and 11 inches distant to the eyes. EEG signals were recorded using a 128-electrode
Active II system (BioSemi, Amsterdam, the Netherlands) at a 512Hz sampling rate.

Nine subjects took part in four EEG experiments modeled after classic visual paradigms from
the literature: SSVEPs [41], Flash-VEPs [36], oddball ERP [11] and closed-eye alpha activity (see
survey in [3]), to which the reader may refer for specifics. The amounts of stimuli were as follows:
10 groups of 10 seconds (alternating with 10 seconds of baseline) of checker reversal SSVEPs at
7Hz, 105 full-screen Flash-VEPs (in 5 groups of 21) at 0.7s apart, 32 oddballs out of 400 total
stimuli (split into 5 blocks of 80), and 150 seconds of eyes open and eyes closed (in 5 sets of
30-second trials).

Fourteen subjects took part in the gamma activity experiment, which was modeled after the
visual stimulus in an MEG study [21]. Between 288 and 432 seconds of baseline and ring stimu-
lus (see Fig. 2), in which the rings moved out or in, were presented while the subject was instructed
to fixate on the center dot. Baseline and stimulus were presented in blocks of 3 seconds each.
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Figure 2: Spectrogram of one subject (S11) during baseline (dot) and 3 seconds of visual stimulus (moving rings),
showing increase in activity over baseline, similar to results in [21].

For each subject and each paradigm, all three prone, supine, and sitting experiments were
performed in the same session to keep the electrode position on the scalp as constant as possible.
Total experiment time was roughly 4 hours per subject.

The data was first detrended and 60Hz and higher harmonic line noise was identified using
Thompson’s F-test [47] and removed by sine-fitting and subtracting in 3 second windows, using
the Matlab implementation in the Chronux toolbox [6]. The data was then reset to a common
reference, and epoched. Data epochs contaminated by eye movements or muscle activity were
manually rejected. For the alpha, gamma, and SSVEP data sets, in each epoch, a multi-Slepian
taper spectral estimate was found and divided by the corresponding estimate of the corresponding
baseline of the epoch. The oddball and Flash-VEP data was measured in microvolts then squared
to get power.

The resulting data from the sitting experiments was then initially analyzed, from which times,
frequencies, and regions of interest for each subject and each paradigm were determined (see Fig.
3). The resulting signal power (normalized by the baseline for alpha, gamma, and SSVEP data)
was averaged over the individual’s region, time, and/or frequency band of interest (as determined
from the sitting position) for that experimental paradigm, and compared within each subject
using the Mann Whitney Wilcoxon rank sum test, corrected to have a False Discovery Rate [4]
of less than 0.05. The signal powers were also averaged over all epochs for each subject, and a
between position analysis was done using a paired sign test. All % changes are in terms of signal
power (in µV 2) and calculated as normalized by the mean: a and b are 100 a−b

1

2
(a+b)

% different.

For frequencies of interest that included 60Hz, the analysis was rerun while excluding the 60Hz
frequency bin in order to confirm that the line-noise removal worked accurately and fairly.

3. Results

3.1. Anatomical MRIs Show Brain Shift with Changing Position

An MRI study was performed to confirm reports in the literature [49] brain shift resulting
from changing positions from prone to supine. All three subjects showed a statistically significant
decrease in occipital CSF layer thickness from prone to supine, with changes of: subject CR:
−27.64%, (t(14) = −6.40, p = 1.65×10−5), subject LCP:−19.22%, (t(14) = −6.10, p = 2.8×10−5),
and subject JKR: −26.99%, (t(14) = −8.91, p = 3.8 × 10−7) respectively (averaged over the
occipital pole, excluding the falx cerebri (see Methods)). As can be seen in Fig. 1, where we show
the difference between the average prone and average supine SPMs, the largest changes in CSF
thickness of approximately 30-40% were in the frontal and occipital poles. Given CSF thicknesses
of about 3mm, we will hence adopt a convenient value of 1mm brain shift for the rest of this
investigation.
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Figure 3: Method of determining frequency range and region of interest for one example subject (S6) in one
paradigm (gamma activity). Frequency range of interest and anatomical region of interest are chosen from sitting
data, and applied to prone and supine data.

3.2. Multi-Dipole Model Predicts Large EEG Magnitude Changes

The Multi-Dipole concentric head model results indicated that increasing the CSF thicknesses
from 2mm and 3mm decreased the static estimated scalp potential by 16.7% for a single axially
oriented dipole, and by 21.1% for a single tangentially oriented dipole (averaged over a 4cm
neighborhood on the scalp), corresponding to 33.1% and 41.7% decreases in power.

For spatially dyssynchronous gamma activity, (assumed to originate in the calcarine sulcus [21],
thus modeled using tangential dipoles), Monte-Carlo simulations of this model resulted in a pre-
diction that the 1mm increase in CSF thickness would result in a larger decrease of 58.8% (see
Fig. 4). In a similar simulation for the axial dipoles (representing the other, more conventional
EEG paradigms), the power change did not increase because they were modeled as synchronous,
and thus the amount of smearing had no net effect (see Discussion).

By rerunning the simulations with the CSF conductivity set equal to that of the gray matter, it
was found that the corresponding brain shifts led to only a 14.3% and 35.2% decrease in respective
power - indicating that a portion of the predicted effect can be attributed to simply moving the
source (the brain) closer to the surface, while the rest is due to the higher conductivity of the
CSF.

3.3. Prone to Supine Shift Selectively Enhances EEG Signals

To empirically measure the effect of the change in CSF thickness between prone and supine
positions, four conventional EEG visual stimulus paradigms were implemented, namely, a checker-
board Steady-State Visual Evoked Potential(SSVEP) at 7Hz [41], a slow Flash-Visual Evoked
Potential (FVEP) [36], an oddball Event Related Potential (ERP) [11] and closed-eye vs. open-
eye alpha activity (see survey in [3]). A relatively new visually induced gamma paradigm was also
included (see Fig. 2), taken from a recent MEG study [21].

For all of the classic EEG paradigms; FVEPs, SSVEPs, Closed-eye alpha, and oddball ERP,
large magnitude signals (see Fig. 4) were found which were consistent in frequency, time, and space
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Figure 4: Left: Signal power for different testing stimuli and positions (bars represent 1 STD across subjects).
Frequency data are shown as stimulus power relative to baseline, ERP data are shown as (µV 2) to match. Right:
differences between prone and supine signal power averaged across gamma (modeled as a tangential dipole), and
all other stimuli (modeled as axial dipoles). Also shown are computational predictions. (*p< 0.05, **p< 0.005)

Figure 5: Grand average over all subjects and all trials. Top: average of prone and supine. Bottom: supine- prone.
All data shown in power (µV 2). )

between and within subjects, and matched well the canonical results in the literature (see Methods,
Fig. 5). For all these stimuli, subjects’ signal power increased from prone to supine: F-VEPs:
33.4%, oddball: 22.2%, Alpha 7.8%, SSVEP: 32.8%. While the sample number (N = 9) was too
small for each individual task to reach significance, the change is significant on average (t(8)= 3.81,
p= 0.0051) and at 24.1% matches the sign and order of magnitude of the axial dipole prediction
(the EEG scalp distributions evoked by these paradigms are consistent with axial dipoles). The
standard deviation between sitting, prone, and supine positions was approximately half (47.7%)
the size of the standard deviation between subjects for the four conventional stimuli, so the effect
of position is quite large relative to the variability between subjects. Based on the shorter spatial
coherence length of gamma generators in the brain, we expected that gamma activity would be
more severely affected by the shunting of CSF, and thus would be more sensitive to changes in
subject position. Indeed, the gamma variation with position was found to come from a different
distribution than the other experiments (t(21)= 2.13, p= 0.045), and thus will be discussed
separately (for a discussion of why this is the case, see section 4).

3.4. Gamma Activity Increased Greatly and Consistently

Persistent occipital gamma activity can be induced with moving concentric rings (see Fig. 2 and
[21]). This visually induced gamma activity, as measured via EEG, was also of large magnitude and
mostly consistent in terms of anatomical location (see Fig. 6) and frequency across subjects (e.g.
some had activity in 40-55 Hz range, others in 60-70Hz range), and matched very well previous
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Figure 6: Difference between supine and prone gamma power in frequency band of interest. The occipital cortex
of the non-significant subject (S12) did show increased gamma power, but it was not in the region of interest as
defined by the sitting data (see Fig. 3). As for the paradoxical subject (S2), the gamma region of interest might
have coincidentally been in a region in which the CSF changed thickness in the opposite direction (see Fig. 1), due
to differing anatomy. Note that two subjects were each tested twice, months apart: S13=S7 and S16=S8, showing
that the effect seems consistent in time.

MEG recordings [21] (see Fig. 2). Visual gamma activity is generally thought to be difficult to
record using scalp EEG, and there is some discussion that transient gamma activity may result
from mini-saccades [55]. However, this seems unlikely in this case due to the long-term sustained
nature of the gamma activity (see Fig. 2).

Between subjects, occipital gamma power from prone to supine changed by a proportionally
much larger amount, 79.4% (t(13)= 3.92, P=0.002), than the four conventional EEG paradigms
(see Fig. 3 and Fig. 4). For individuals, this was a significant increase in 14 of 16 sessions (12 of
14 subjects) (False Discovery Rate q < 0.05), indicating that the direction and significance is very
consistent among subjects (see Fig. 6). The standard deviation between positions was greater
than 75% the size of the standard deviation between subjects, so the effect of position is quite
large relative to the variability between subjects. Although the size of the effect varied between
individuals, the change has the correct direction and order of magnitude as the predictions by the
simulations.

Note that when the 60Hz band was excluded from the analysis (to ensure that artifacts did
not confound the results), the results were qualitatively the same: the same 12 subjects showed
a significant increase in gamma power, and the overall average difference changed by less than 1
percent.

4. Discussion

The brain ‘floats’ in a bath of CSF inside the skull, and when the head changes orientation
relative to gravity, the brain shifts within the skull due to differences in density between brain tissue
and CSF. This shift, as discussed in [58][29][49] and confirmed by the MRI data in this study, can
cause up to a 30% change in thickness in the CSF layer between brain and skull when changing
between prone and supine positions. While this approximately 1mm shift may seem minor in
terms of the size of the brain, sizes of electrodes and their location precision, etc., CSF is up to
10 times more conductive than white or gray matter, and up to 100 times more conductive than
bone [38][35], so changes in this thin layer of fluid actually lead to large changes in current flow,
and hence scalp potential, as pointed out in the EEG forward-modeling and source-localization
literature [39][38][51].
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Semi-analytic calculations using a multi-sphere nonhomogeneous head model with a single
static dipole, and parameters corresponding to the MRI data predict a shift from 3mm to 2mm of
CSF thickness to correspond to an ≈ 30−45% increase in scalp power. However, when generalizing
to multiple dynamic non-synchronized dipoles to more accurately model the gamma activity (see
Methods), the results were an increase in power of 58.8%. These computational models, while
based on a simple coencentric sphere model and hence not expected to be quantitatively precise,
agree in direction and order of magnitude with the experimental results (see Fig. 4) using five
EEG visual stimulus paradigms.

The great difference between the effect of CSF on power induced by the conventional (modeled
by axial dipoles) and gamma (modeled by tangential dipoles) stimuli can be explained as follows.
Studies have shown that while the other signals i.e. alpha, FVEPs, SSVEPs, and oddball ERP, are
largely coherent in space, gamma activity is incoherent in space on a scale greater than 1cm [17].
The CSF in this case ‘smears’ the current, adding together neighboring signals, and decreasing
the magnitude of local scalp potentials [37][14]. To investigate whether this might be the cause of
this difference in experimental and simulation effect sizes, the distribution of the scalp potential
V (rs, θ, β) (see formula 1 in appendix) as it varies with distance from the location directly over the
electrode was calculated. In Fig. 7, one can see that the potential of the tangential dipole is much
more spread out than the potential of the axial dipole, hence multiple tangential dipoles that are
oscillating out of sync will interfere with each other more substantially than similarly positioned
axial dipoles. In terms of power V 2, in the 30 degrees (corresponding to about 4cm on the scalp)
nearest its peak, the potential power curve for the axial dipole contains 88.7% of the total weight
of the curve, whereas the tangential has only 51.2%. Furthermore, this proportion changes much
more with varying CSF for the tangential than for the axial dipoles. Integrating over the surface of
the sphere (see Methods) shows that the change from 3mm to 2mm of CSF thickness increases the
proportion of the power in a four cm neighborhood, Plocal, by only 1.15% for the axial dipole, but
21.9% for the tangential dipole. Hence the point spread, and thus ‘smearing’ of tangential dipoles
is affected much more by CSF thickness than that of axial dipoles, explaining why the gamma
power, modeled by spatially incoherent tangential dipoles, was selectively increased in magnitude
to such a large degree with decreasing CSF thickness.

While the changes in EEG signal power with position have been well explained by CSF thick-
ness, it is also conceivable that such differences are due instead to actual changes in brain activ-
ity [45]. It is well known that changes in blood pressure between sitting and reclined positions
can change brain activity via baroceptive signaling mediated by the locus coeruleus (see review in
[26]), and this may account for some of the decrease in the measured results (see Fig. 4) from sit-
ting to supine/prone (another factor that definitely contributes to this decrease is selection biases-
the ROI’s and FOI’s were determined from the sitting data, see Fig. 3). However, this would not
explain the difference between the prone and supine data itself, nor the fact that visually induced
gamma activity was selectively enhanced so much more. Activiation of the otolith system (which
senses linear acceleration) might also have had an effect. While little work has been done on con-
stant, immobile, postural effects on EEG (as is the case in this paper), 500Hz oscillation has been
shown to have some effect on the visual cortex [30], and this idea should be further investigated.

Note that while it is tempting to try to interpret the alpha-activity results as being qualitatively
different from those from the other stimuli based on the left side of Figure 4, actually, due to the
small sample number (N = 9), the results for the different stimuli are not significantly different
from eachother, and the results should only be interpreted as significant on average (see Results
section 3.3). Nonetheless, a confounding increase of alpha activity in the reclined positions, due
to a change in comfort or general arousal [10], might also have occurred. On the other hand, if the
subjects remain engaged there is no reason to expect that alpha activity should increase, and we
did not see any evidence of an increase in the prone/supine position relative to sitting. Similarly,
evoked responses are known to be modulated by attention, which may vary during this lengthy
experiment.

In summary, in this study it is shown that EEG power is indeed strongly affected by subject
position (prone vs. supine), and the present data suggest that this is due to gravity induced changes
in CSF layer thickness. As the precision of anatomically accurate models improve, concerns
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Figure 7: Scalp potential as a function of circumferential distance (θ, in degrees) from axial and tangentially oriented
dipoles, for different thicknesses of CSF.

expressed in [38] that head models generated from supine MRI scans may lead to errors in EEG
source localizations may be warranted, an effect that might add to the confounding effect of “skin
shift” [32]. Indeed, anatomically accurate models of current flows in the context of transcranial
stimulation have shown that small errors in CSF thickness lead to significant changes in resulting
current flows [13]. These results also provide another possible explanation for some of the effects of
micro-gravity on EEG signals during space flight [8], and other EEG studies. For example, it is well
known that EEG measured gamma power decreases with age [7] and certain neuro-degenerative
diseases (e.g. Alzheimer’s) [20], however, the analysis in this paper shows that any such real
decrease in internal gamma band power could be confounded by a thicker layer of CSF due to
normal aging. Such an effect could also explain the increase in Electro-Convulsive-Therapy (ECT)
thresholds with age, a widely reported phenomenon [9].

Additionally, many other diseases can cause moderate to severe brain atrophy and shrinkage,
e.g. Traumatic Brain Injury (TBI) [28], hypoxia [18], multiple sclerosis [43], alcoholism, and
carbon monoxide poisoning. The resulting thicker CSF layer, could greatly decrease EEG signals,
as suggested by the present results. The sensitivity and specificity of EEG as a diagnostic tool
for patients with such diseases (e.g. as a ‘confirmatory’ measure in diagnosing brain death [53])
should be investigated, since significant brain activity might not show up on an EEG due to this
effect. Likewise, in light of these results, care should be taken when using EEG diagnostically on
preterm neonates [50], since they have a thicker than normal CSF layer, and significant anterior
brain shift has been noted in the literature [49].

The findings of this study can also have a benefit for a number of stimulation protocols,
e.g. by optimally positioning subjects when performing transcranial direct current stimulation
(tDCS)[33][13][15] or transcranial electrical stimulation (TES)[42]. The brain shift results alone
could be useful for Transcranial Magnetic Stimulation (TMS), in which field strength drops off
logarithmically [19] and a 1mm decrease in scalp-gray matter distance could be significant.

Beyond these implications, the central result of this paper is that subject position has a large
and consistent effect on EEG signals due to brain shift. In the EEG experiments the standard
deviation between positions was approximately half the size of the standard deviation between
subjects for 4/5 of the stimuli, and more than 75% for the gamma activity. Thus, controlling
head position in future studies could greatly decrease experimental variance. When possible, EEG
subjects could also be oriented to minimize the thickness of the CSF layer over the location of
interest, and thus maximize the signal to noise ratio. This holds especially true for weak, difficult
to record, or spatially localized signals such as gamma activity, which is shown in this report to
increase in measured power by an average of 79.4%, simply by switching position.

5. Appendix: Volume Conduction Model

To derive the simulation model, we will first make some simplifying assumptions. Given length
scale L ≈ 10cm and the shortest time scale τg ≈ 1

50Hz
= 0.02s (for gamma oscillations), µσL2 ≈

10−11s << τg, where µ is the permiability (value for water used) and σ is the conductivity,
a quasi-static approximation to the time varying Maxwell’s equations can be used [24]. Hence
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Ampere’s law is reduced to ▽ × H = J , and the divergence of each side yields ▽ · J = 0, the
continuity equation. Now applying Ohm’s law (J = σE) and the definition of the electric potential
E = −▽ V , results in ▽ · (σ ▽ V ) = 0, a Laplace equation.

Rewritten into spherical coordinates with azimuthal symmetry, this can be deconstructed via
separation of variables: V (θ, r) = Ω(θ)R(r). Ω(θ) turns out to be equivalent to Legendre’s differen-
tial equation, and hence has solutions of Legendre polynomials Pn(cos(θ)) = P (x) = 1

2nn!
dn

dxn [(x
2−

1)n)], while R(r) is a Frobenius equation, and can be solved using Frobenius’s method to get a so-
lution of the form R(r) = Arl+1+Br−l. This gives us the eigenfunctions, and generally a solution
in terms of the spherical harmonics will have the form V (rs, θ) =

∑
∞

l=0(Alr
l+1
s +Blr

−l
s )Pl(cos(θ))

where Al and Bl are determined by the boundary conditions, and rs is the radius at the scalp
surface (For a thorough derivation and background, see e.g. [24]).

A dipole, modeled as two equal and opposite monopoles, leads to a non-homogeneous Poisson’s
equation ▽ · (σ ▽ V ) = Iδ(r − r2) − Iδ(r − r1) instead of the Laplace equation. The derivation
and solution are thus more complicated, but come in a similar form:

V (rs, θ, β) =

∞∑

n=1

fn cos(α)Pn(cos(θ)) + gn cos(β)sin(α)P 1

n
(cos(θ)) (1)

and can be computed for the standard boundary conditions using the formulas in [56], where the
coefficients of functions fn and gn are complicated relations of the thicknesses and conductivities
of the various layers, β describes the angle between the dipole orientation and the measurement
location, and α describes the orientation of the dipole relative to the center (α = 90: tangential,
α = 0: axial).
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