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Direct	Current	Stimulation	alters	neuronal	input/output	function	

ABSTRACT	

Background:	Direct	current	stimulation	(DCS)	affects	both	neuronal	firing	rate	and	synaptic	
efficacy.	The	neuronal	input/output	(I/O)	function	determines	the	likelihood	that	a	neuron	elicits	
an	action	potential	in	response	to	synaptic	input	of	a	given	strength.	Changes	of	the	neuronal	I/O	
function	by	DCS	may	underlie	previous	observations	in	animal	models	and	human	testing,	yet	have	
not	been	directly	assessed.		
Objective:	Test	if	the	neuronal	input/output	function	is	affected	by	DCS	
Methods:	Using	rat	hippocampal	brain	slices	and	computational	modeling,	we	provide	evidence	for	
how	DCS	modulates	the	neuronal	I/O	function.		
Results:	We	show	for	the	first	time	that	DCS	modulates	the	likelihood	of	neuronal	firing	for	a	given	
and	fixed	synaptic	input.	Opposing	polarization	of	soma	and	dendrite	may	have	a	synergistic	effect	
for	anodal	stimulation,	increasing	the	driving	force	of	synaptic	activity	while	simultaneously	
increasing	spiking	probability	at	the	soma.	For	cathodal	stimulation,	however,	the	opposing	effects	
tend	to	cancel.	This	results	in	an	asymmetry	in	the	strength	of	the	effects	of	stimulation	for	opposite	
polarities.	
Conclusions:	Our	results	may	explain	the	asymmetries	observed	in	acute	and	long	term	effects	of	
transcranial	direct	current	stimulation.			
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INTRODUCTION	
	
Transcranial	direct	current	stimulation	(tDCS)	is	actively	investigated	as	a	tool	for	non-invasive	
brain	stimulation.	Across	diverse	applications	the	general	goal	is	to	modulate	neuronal	excitability.		
tDCS	produces	current	flow	across	the	brain	from	anode	to	cathode.	Classical	in	vivo	animal	studies	
demonstrate	an	increase	in	neuronal	activity	(firing	rate)	in	brain	regions	under	the	anode	and	a	
decrease	in	activity	under	the	cathode	[1]–[5].	These	early	results	motivated	neurophysiological	
experiments	with	tDCS	in	humans	[6]	and	clinical	trials	[7]	with	largely	similar	conclusions	on	
neuronal	excitability.	Recent	studies	in	brain	slices	confirmed	changes	in	firing	rate	at	both	a	single	
cell	and	network	level,	and	attributed	these	to	modulation	of	somatic	membrane	potential	induced	
by	DCS	[8],	[9].	However,	in	vitro	studies	established	that	synaptic	efficacy	is	also	affected	by	DCS	
[10]–[12].	Changes	in	synaptic	input	during	DCS	confound	the	reported	changes	in	firing	rate	from	
somatic	membrane	polarization	because	modulation	of	the	synaptic	input	to	a	cell	will	indirectly	
influence	neuronal	spiking.	Effects	of	DCS	on	oscillatory	activity	and	synaptic	plasticity[13]–[16]	
may	be	similarly	confounded.	How	prior	results	are	explained	by	changes	in	input	vs.	changes	in	
output	is	thus	an	open	and	compelling	question.	Here	we	consider	if	the	reported	changes	in	
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neuronal	activity	induced	by	DCS	are	a	result	of	changes	in	synaptic	input	or	independent	of	
synaptic	input	and	directly	driven	by	somatic	polarization	producing	changes	in	firing	rate.		
	
Whether	input	and	output	are	independently	modulated	may	relate	to	the	biphasic	membrane	
polarization	produced	during	DCS.	A	negative	electrode	proximal	to	the	apical	dendrite	of	a	
pyramidal	cell	hyperpolarizes	the	soma	and	depolarizes	apical	dendrites	(“cathodal”	stimulation).	
In	contrast,	a	positive	electrode	will	depolarize	the	soma	and	hyperpolarize	apical	dendrites	
(“anodal”	stimulation)	[10],	[17].	This	biphasic	polarization	raises	an	important	concern:	how	do	
synaptic	inputs	influence	spike	generation	when	the	soma	has	the	opposite	polarization	from	the	
site	of	synaptic	inputs	(the	apical	dendrite)?	
	
Here	we	use	a	combination	of	in-vitro	experiments	and	computational	modeling	to	address	how	
DCS	jointly	modulates	synaptic	efficacy	(input)	and	the	likelihood	of	eliciting	an	action	potential	
(output).	Since	we	aim	at	a	cellular	description	of	these	phenomena	we	use	the	hippocampal	
pyramidal	cells	as	a	model	system	for	DCS	effects,	as	these	have	been	most	extensively	
characterized	[9]-[11],	[13]-[16].		We	hypothesized	that	DCS	alters	the	I/O	function,	such	that	the	
synaptic	input	necessary	to	elicit	an	action	potential	is	changed.	We	find	that	soma-depolarizing	
fields	cause	a	leftward-shift	of	the	I/O	function,	i.e.	firing	is	increased	for	a	fixed	synaptic	input.	A	
computational	neuron	model	suggests	a	synergistic	combination	of	two	effects:	(a)	dendritic	
hyperpolarization	results	in	increased	synaptic	driving	force	leading	to	a	bigger	EPSP;	and	(b)	
somatic	depolarization	directly	increases	likelihood	of	firing.	Thus,	despite	opposite	polarization	in	
soma	and	dendrite	the	effects	of	fields	on	input	and	output	both	point	in	the	same	direction,	
namely,	increased	firing	for	“anodal”	stimulation	and	decreased	firing	for	“cathodal”	stimulation.	
However,	we	find	that	the	effect	is	not	symmetric	with	“cathodal”	stimulation	having	a	relatively	
weaker	effect.	This	is	explained	by	the	computational	model	as	a	result	of	dendritic	spike	
generation	shift,	which	tends	to	cancel	the	suppressive	effect	of	cathodal	stimulation	on	somatic	
excitability.	In	summary,	anodal	stimulation	has	a	synergistic	effect	on	somatic	and	dendritic	
compartments	whereas	under	cathodal	stimulation	the	effects	on	the	two	compartments	tend	to	
cancel	each	other.	Our	results	provide	a	possible	cellular	explanation	to	the	asymmetries	often	
found	in	animal	and	human	tDCS	experiments	[10],	[13],	[18]–[26].					
	
	
MATERIALS	AND	METHODS	
	
Ethical	approval	
All	animal	experiments	were	carried	out	in	accordance	with	guidelines	and	protocols	approved	by	
the	Institutional	Animal	Care	and	Use	Committee	at	The	City	College	of	New	York,	CUNY.	
	
Electrophysiology	
	
Slice	preparation	
Hippocampal	slices	were	obtained	from	young	male	Wistar	rats,	aged	3-5	weeks	old.	Animals	were	
anesthetized	with	ketamine	(7.4	mg	kg-1)	and	xylazine	(0.7	mg	kg-1)	and	sacrificed	by	cervical	
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dislocation.	The	brain	was	removed	and	submerged	in	cutting	solution	containing	(in	mM):	NaCl,	
87;	KCl,	2.5;	MgSO4,	7;	NaH2PO4,	1.25;	NaHCO3,	25;	D-glucose,	25;	Sucrose,	75;	CaCl2,	0.5;	bubbled	
with	carbogen	(95%O2,	5%CO2).	Sagittal	slices	(400	µm)	were	cut	using	a	vibrating	microtome	and	
maintained	at	4°C.	Slices	were	transferred	to	a	room	temperature	solution	constituted	by	50%	
cutting	solution	and	50%	artificial	cerebrospinal	fluid,	containing	(in	mM):	NaCl,	125;	KCl,	2.5;	
MgSO4,	1.5;	NaH2PO4,	1.25;	NaHCO3,	25;	D-glucose,	25;	CaCl2,	2.	After	30	min	slices	were	placed	in	a	
pure	ACSF	solution	for	an	hour	before	being	placed	in	a	fluid-gas	interface	chamber	perfused	with	
ACSF	at	(30±1)°C.	 	
	
Uniform	constant	electric	fields		
Uniform	“DC”	fields	were	generated	by	passing	constant	current	between	two	parallel	Ag-AgCl	
wires	positioned	parallel	to	the	direction	of	fluid	flow	(Figure	1A).	Fields	were	applied	with	Ag-AgCl	
wires	11.2±0.4	mm	long	and	placed	6.0±0.4	mm	apart.	We	define	anodal	and	cathodal	stimulation	
consistent	with	the	polarization	profile	induced	in	neurons.		“Anodal”	stimulation	refers	to	when	
the	negative	electrode	is	closer	to	the	alveus	side	of	CA1,	negative	electric	fields	designate	anodal	
direct	current	stimulation	(-DCS).	Positive	direct	current	stimulation	(+DCS)	refers	to	“cathodal”	
stimulation	(Figure	1A).	35	V/m	extracellular	fields	were	applied	for	1	second	and	orthodromic	
stimulation	delivered	0.5	seconds	after	DCS	started.	The	electric	field	intensity	was	chosen	based	on	
pilot	experiments	to	produce	a	5-10%	change	in	extracellular	field	potentials	amplitude	such	that	a	
statistically	significant	change	could	be	observed	within	slices	with	a	practical	sample	size.	During	
DCS	the	voltage	varies	linearly	between	parallel	stimulation	wires	(Figure	1A).	Experimental	
recordings	show	some	fluctuation	of	the	voltage	in	the	horizontal	direction.	Prior	to	each	
experiment	we	assured	that	gradients	in	horizontal	direction	were	less	than	5%	of	the	gradients	
along	vertical	direction.		When	tDCS	is	applied,	current	flows	in	the	brain	generating	electric	fields	
of	different	intensities,	but	at	the	length	scale	of	a	single	cell	the	electric	fields	can	be	considered	
spatially	uniform	[27].	
	
	
Orthodromic	pulsed	stimulation	
Extracellular	field	potentials	were	recorded	in	hippocampal	slices	using	microelectrodes	(glass	
micropipettes	filled	with	0.25	M	NaCl,	resistance	1-6	MOhms).	Orthodromic	stimulation	pulses	
were	applied	at	Schaffer	collateral	with	a	platinum/stainless	steel	bipolar	electrode	placed	100-400	
µm	away	from	the	recording	site.	The	slice	is	carefully	located	so	that	the	pre-synaptic	fibers	are	
perpendicular	to	the	direction	of	the	field,	therefore	avoiding	possible	effects	of	DCS	polarizing	pre-
synaptic	axon	terminals	[10].		Synaptic	input	was	elicited	every	30	s	with	a	0.2	ms	monophasic	
pulse.	Orthodromic	stimulation	intensity	was	set	to	elicit	a	25-50%	of	the	maximum	response.	Field	
excitatory	postsynaptic	potentials	(fEPSPs),	which	quantify	synaptic	current	entering	a	population	
of	neurons,	were	measured	at	the	lower	layer	of	stratum	radiatum	in	CA1(Figure	1A).	Strength	of	
the	fEPSPs	was	measured	as	the	maximal	slope	during	the	descending	phase	of	the	fEPSP	(Figure	
1B).	Relative	fEPSP	change	was	calculated	as:	DCS-slope/control-slope,	averaged	over	30	trials	per	
slice	(In	this	initial	experiment	we	chose	a	larger	number	of	trials	as	in	the	subsequent	
experiments).	The	same	analysis	was	done	with	fEPSP	amplitudes	with	similar	results	(data	not	
shown).	Population	spike	(PS)	reflects	the	number	of	synchronously	firing	cells	[28].	PS	was	
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measured	at	stratum	pyramidale	layer	in	CA1	region	(Figure	1A).	Amplitude	of	PS	was	defined	as	
the	difference	between	the	negative	peak	and	the	mean	of	the	two	flanking	peaks	(Figure	1B).	
Variations	in	PS	were	quantified	as:	DCS-amplitude/control-amplitude,	averaged	across	3	trials	per	
slice.	
	
Neuronal	input-output	curves		
Following	stable	baseline	recordings	for	10	minutes,	the	input-output	function	was	measured	at	
CA1.	Activity	was	simultaneously	recorded	from	stratum	radiatum	and	stratum	pyramidale	in	CA1	
(Figure	1A).	The	I/O	curves	were	constructed	by	plotting	PS	amplitude	(output)	versus	fEPSP	slope	
(input)	across	the	range	of	orthodromic	stimulation	intensities	(300-500𝜇𝐴,	Figure	1C).	
Orthodromic	stimulation	was	applied	every	30	seconds	while	simultaneously	applying	electric	
fields	(+DCS	or	–DCS),	or	no	field	(control).	Pulsed	DCS	was	delivered	in	the	following	order:	
control,	+DCS,	control,	-DCS;	the	polarities	were	randomly	assigned	so	that	half	of	the	experiments	
started	with	+DCS	and	half	with	–DCS.	Each	sequence	was	repeated	3	times	and	the	mean	values	
were	used	for	assessing	the	I/O	curve.		
	
Data	acquisition	and	analysis	
Analog	signals	were	low-pass	filtered	(3000	Hz	cutoff,	A-M	Systems,	WA,	USA)	and	digitalized	at	a	
10	kHz	sampling	rate	(Powerlab	16/35,	AD	instruments).	Traces	are	aligned	across	trials	by	this	
sampling/stimulation	equipment.	Data	is	presented	as	mean	±	standard	error	of	the	mean,	unless	
otherwise	stated.	
Parameters	of	the	I/O	curve	were	determined	by	fitting	the	sigmoid	curve:		𝑓(𝑥) = !!"#

!! !"#[(!!"!!)/!]
		,	

ymax	indicates	the	maximum	PS	value,	x50	indicates	the	fEPSP	value	at	which	half	of	this	maximum	PS	
value	is	reached	and	s	(also	called	gain)	is	the	slope	of	the	sigmoid	at	x50.		Parameters	in	DCS	
conditions	are	normalized	by	the	corresponding	control	condition	and	the	deviation	is	calculated	
(Figure	3C).	Statistical	analyses	of	the	parameters	were	done	using	two-tailed,	one-sample	
Student’s	t	tests	to	determine	significant	differences	from	zero.	
	
Two-compartment	computational	neuron	model	
Uniform	electric	fields	induce	a	change	in	membrane	polarization	across	the	cell	[10],	[17].	
Neuronal	compartments	at	opposing	ends	of	a	cell	(along	the	direction	of	the	field)	experience	
opposite	changes	in	membrane	potential.	The	simplest	model	that	can	account	for	compartment	
specific	polarization	along	the	soma-dendrite	axis	is	a	two-compartment	model	[29],	[30].		
We	used	a	reduced	model	of	a	pyramidal	cell	[31]–[33]	with	two	electrically	coupled	
compartments:	one	describing	the	dendrites	and	the	other	the	somatic	cell	body	and	the	axonal	
initial	segment.	Both	compartments	are	described	by	active	and	passive	conductances	following	
Hodgkin	Huxley	formalism.	All	the	channel	dynamics	and	transition	rates	are	described	in	[31],	
[32],	[34],	[35].	Figure	2D	shows	a	schematic	representation	of	the	model	as	well	as	its	coupling	to	
the	extracellular	field	through	the	extracellular	potential	difference	VE.	The	details	and	equations	of	
the	model	can	be	found	in	the	supplementary	material.			
		
	
RESULTS	
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During	tDCS	an	extracellular	field	is	generated	in	the	brain	affecting	cortical	and	subcortical	
structures	including	deep	brain	structures	such	as	the	hippocampus	[36],	also	affecting	
hippocampus-dependent	tasks	[37],	[38].	Local	stimulation	can	be	recreated	in	vitro	by	applying	
uniform	electric	fields	across	hippocampal	slices,	which	allow	micro-recording	from	the	dendritic	
and	somatic	layers	independently	(Figure	1A).	Field	excitatory	post-synaptic	potentials	(fEPSP)	
measured	at	the	dendrites	reflects	the	aggregate	post-synaptic	current	to	a	population	of	neurons;	
which	provides	an	accurate	measure	of	the	synaptic	input	(Figure	1B).	Population	spikes	(PS)	are	
measured	in	the	somatic	layer,	registering	the	summed	spiking	activity	of	a	group	of	neurons;	the	
higher	the	relative	amplitude	of	the	PS	the	greater	the	number	of	synchronously	firing	cells	for	that	
population	of	neurons	(Figure	1B).	Increasing	the	orthodromic	stimulation	intensity	increases	
synaptic	input	(fEPSP),	which	in	turn	increases	spiking	output	(PS).	Sweeping	across	increasing	
orthodromic	stimulation	intensities	results	in	a	curve	of	synaptic	input	versus	spiking	output	that	
defines	the	input-output	function	(Figure	1C).	The	I/O	function	determines	spiking	output	for	a	
given	synaptic	input	strength,	thus	quantifying	the	responsiveness	of	neurons.		
	
Previous	studies	have	shown	that	synaptic	input	can	be	affected	by	DCS	[10]–[12],	modulating	
synaptic	current	flow	into	neurons,	which	can	produce	a	corresponding	change	in	firing	level.	Note	
that	this	modulation	of	the	input	does	not	necessarily	affect	the	responsiveness	of	a	neuron;	the	I/O	
curve	may	be	unchanged	with	no	alteration	of	how	much	neuronal	firing	is	produced	in	response	to	
a	given	synaptic	input	(Figure	1D).		Alternatively,	a	change	in	synaptic	input	can	be	supplemented	
with	an	amplified	firing	response,	thus	inducing	a	shift	of	the	I/O	function	(Figure	1E);	neurons	are	
now	in	a	more	responsive	state	to	a	given	synaptic	input.	In	essence	we	ask	whether	modulation	of	
overall	excitability	is	the	result	of	only	a	strengthened	synaptic	input	(Figure	1D),	or	can	be	
supplemented	by	increased	responsiveness	for	a	fixed	input	(Figure	1E).		
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Figure	1:	Neuronal	input-output	function	under	DCS.	(A)	In-vitro	experimental	set-up	of	electrophysiological	
recordings	from	rat	hippocampal	brain	slices	under	DCS.	DCS	induces	a	uniform	electric	field	across	the	slice	
indicated	with	the	experimentally	measured	voltage	gradient	in	false	color.	Dendritic	and	somatic	activities	
are	independently	measured	in	CA1.	Positive/negative	field	was	defined	as	the	positive/negative	electrode	
near	stratum	pyramidale	in	CA1	corresponding	to	the	conventional	definition	of	“cathodal”/”anodal”	
stimulation.	Panel	A	depicts	a	positive	electric	field.	(B)	Population	measures.	Orthodromic	stimulation	of	
presynaptic	fibers	releases	neurotransmitters	activating	postsynaptic	dendrites.	Current	flows	into	the	
population	of	neurons	which	can	be	measured	as	the	fEPSP.	This	excitatory	input	induces	action	potentials	in	
the	population	of	neurons;	the	aggregation	of	this	spiking	activity	is	recorded	as	the	population	spike.(C)	
Input-output	function.	Increasing	the	orthodromic	stimulation	intensity	produces	bigger	synaptic	input	
measured	as	the	fEPSP	(gray	traces	to	the	right	of	the	curve)	with	a	corresponding	increase	in	spiking	output,	
measured	as	the	population	spike	(gray	traces	on	the	left	of	the	curve).	(D-E)	Hypothesis	for	how	DCS	may	
affect	the	I/O	function	of	a	neuron.	(D)	DCS	may	affect	only	synaptic	input	leaving	the	I/O	function	unchanged	
(control	I/O	is	shown	in	black).	Additionally,	DCS	may	increase	synaptic	input	as	indicated	by	green	arrows.	
The	corresponding	increase	in	firing	as	a	direct	consequence	of	the	change	in	synaptic	input	is	depicted	as	
gray	arrows.	The	I/O	curve	under	DCS	is	shaped	by	the	green	points	that	fall	on	the	original	I/O	curve.	(E)	
DCS	may	affect	synaptic	input	and	amplify	spiking	output,	shifting	the	I/O	curve.	Change	in	synaptic	input	is	
marked	with	horizontal	green	arrows;	amplification	of	spiking	output	due	to	DCS	is	marked	by	the	vertical	
green	arrows.	The	I/O	curve	under	DCS	is	shifted	to	the	left	indicating	that	neurons	are	in	a	more	responsive	
state.		
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Direct	current	stimulation	modulates	synaptic	input	and	neuronal	output	
	
First,	we	characterized	the	effects	of	DCS	on	field	excitatory	postsynaptic	potential	(fEPSP)	and	
population	spike	(PS)	separately.	Field	EPSP	and	PS	were	recorded	from	the	hippocampal	CA1	area	
during	DCS.	Changes	in	fEPSP	slope	induced	by	DCS	are	calculated	as	the	ratio	between	the	slope	
during	DCS	versus	control	(Figure	2A).	Negative	DCS	(-35	V/m),	which	depolarizes	the	soma	and	
hyperpolarizes	the	apical	dendritic	tree,	significantly	increased	fEPSP	slope	(8.23±4.44	%,	p<0.05,	
n=17).	Positive	DCS	(+35	V/m),	which	hyperpolarizes	the	soma	and	depolarizes	apical	dendrites,	
decreased	fEPSP	slope	(-14.05±4.31	%,	p<0.05,	n=13).	Analysis	was	done	on	fEPSP	slopes	but	
similar	results	are	obtained	for	fEPSP	amplitudes	(data	not	shown).	At	the	intensities	and	durations	
tested,	DCS	did	not	have	any	significant	long	lasting	effects	on	fEPSP	slopes,	which	recovered	to	
baseline	within	30	seconds.	Fiber	volleys	from	Schaffer	Collaterals	were	also	measured	during	DCS	
with	no	significant	modulation	during	DCS	(root-mean	square	of	fiber	volleys	did	not	differ	
between	DCS	and	control,	p>0.05,	tested	on	n=11	slices).	Thus	ruling	out	the	possibility	that	DCS	
affects	the	number	of	fibers	being	activated	during	orthodromic	stimulation,	which	is	also	not	
expected	when	the	direction	of	the	field	is	perpendicular	to	the	pre-synaptic	fibers	[12].		
	
These	experimental	results	were	replicated	using	a	computational	model	of	a	two-compartment	
neuron	(Figure	2C).	The	model	has	a	somatic	and	dendritic	compartment	and	is	coupled	to	the	
extracellular	field	stimulation	via	an	extracellular	voltage	gradient	VE	following	Park	et	al.,	2005	
[29].	It	differs	from	earlier	models	only	in	that	the	dendritic	compartment	can	also	initiate	sodium	
spikes	consistent	with	previous	literature	[39]–[46].	The	membrane	polarization	induced	in	each	
compartment	by	positive	and	negative	DCS	is	shown	in	Figure	2E,	the	polarization	in	the	somatic	
compartment	is	greater	than	in	the	dendritic,	in	agreement	with	previous	experimental	recordings	
in	pyramidal	neurons	in	CA1	[10].		The	change	in	EPSP	slope	in	the	model	during	DCS	was	
modulated	in	opposite	directions	with	field	polarity,	consistent	with	extracellular	recordings	of	the	
field	EPSPs	(Figure	2C).	The	difference	in	magnitude	between	model	and	experiment	may	be	due	to	
a	scaling	factor	between	single	neuron	and	population	behavior	and	dynamics.	
	
Prior	literature	has	conflicting	results	on	the	effect	of	DCS	on	fEPSP	slope,	and	one	possibility	is	that	
it	depends	on	the	direction	of	the	activated	fiber	bundles	[10]–[12].	To	test	for	a	dependence	on	the	
direction	of	propagation	of	afferent	volleys,	we	stimulated	Schaffer	collateral	fibers	while	recording	
laterally	within	stratum	radiatum	on	opposite	sides	of	the	stimulating	electrode	(Figure	2F).	
Negative	DCS	enhanced	and	positive	DCS	inhibited	fEPSP	slope	in	both	locations.		A	two-factor	
analysis	of	variance	showed	a	significant	effect	for	polarity	(F(1,	12)	=	5.66,	p	<	0.05)	but	no	effect	
for	recording	locations	(F(1,12)	=	4.38,	p	>	0.05)	and	no	interaction	(F(1,12)	=	0.30,	p	>	0.05),	i.e.	
the	fEPSP	was	similarly	modulated	with	polarity	independently	of	the	direction	of	AP	propagation.	
The	change	in	fEPSP	at	the	proximal	or	distal	location	was	correlated	(r2=0.57).	Combined,	these	
results	indicate	that	the	effect	of	DCS	on	synaptic	efficacy	does	not	depend	on	the	direction	of	AP	
propagation,	at	least	when	the	direction	of	the	field	is	perpendicular	to	the	orientation	of	the	fibers	
stimulated	orthodromically.	
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The	spiking	output,	measured	extracellularly	as	the	population	spike	(PS),	was	assessed	in	the	
presence	of	DCS	in	stratum	pyramidale	(Figure	2B).	Negative	DCS	(-35	V/m)	significantly	increased	
PS	amplitude	(31.08±11.18%,	p<0.05,	n=15)	and	positive	DCS	(+35	V/m)	decreased	PS	amplitude	(-
11.25±6.36%,	p>0.05,	n=15).	The	change	in	spiking	output	by	DCS	was	reproduced	by	the	model	
(Figure	2D).	The	firing	level	was	measured	by	running	the	model	with	random	synaptic	input	
values	fluctuating	around	some	mean	value	(described	in	methods),	and	the	number	of	spikes	
elicited	during	DCS	is	normalized	by	the	number	of	spikes	in	the	control	condition.	These	results	on	
firing	activity	indicate	a	polarity-specific	effect	of	DCS	on	neuronal	firing	in	agreement	with	
previous	findings	[10],	[13].	However,	as	shown	above,	the	synaptic	drive	is	also	modulated	by	
electric	fields	and	therefore	may	have	an	indirect	effect	on	neuronal	firing	in	addition	to	the	direct	
effect	that	DCS-induced	membrane	polarization	has	on	firing.	
	

	
Figure	2.		DCS	modulate	synaptic	input	and	population	firing.	(A)	Modulation	of	synaptic	efficacy	measured	
in	hippocampal	slices.	fEPSP	are	significantly	modulated	(*	p<0.05)	by	35	V/m	DCS.	Error	bars	indicate	SEM	
across	slices.	Representative	traces	are	shown	on	the	right;	blue:	-DCS,	black:	control,	red:	+DCS.	(B)	
Modulation	of	recorded	population	spikes	from	hippocampal	slices.	-DCS	significantly	facilitates	population	
spikes	and	+DCS	inhibits	them,	but	to	a	lesser	extend.	Representative	traces	depict	the	facilitation	effect	with	-
DCS	(blue)	and	inhibition	with	+DCS	(red).	(C)	Modulation	of	synaptic	input	in	a	single	neuron	computational	
model.	Excitatory	post-synaptic	potentials	(EPSP),	measured	at	the	somatic	compartment,	are	modulated	by	
DCS	in	the	same	direction	as	experimental	data.	The	model	is	deterministic;	therefore	there	are	no	error	bars.	
(D)	Modulation	of	population	firing	during	DCS	in	the	neuron	computational	model.	Firing	level,	measured	as	
the	number	of	neurons	that	fire	during	DCS	normalized	by	those	during	control,	are	modulated	similar	to	the	
experimental	data.	The	model	is	deterministic;	therefore	there	are	no	error	bars.	(E)	Schematic	of	two-
compartment	model.	The	dendritic	compartment	is	formed	by	a	leaky	conductance	(gdl)	and	a	capacitive	
current;	voltage	dependent	conductances	including:	potassium	(gK),	sodium	(gNa),	persistent	sodium	(gNap)	
and	slow	voltage-dependent	non-inactivating	potassium	(gKs).	These	are	connected	through	a	coupling	
conductance	(gC)	to	the	axon/soma	compartment	including	a	potassium	(gK),	sodium	(gNA)	and	a	persistent	
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sodium	(gNap)	conductance	in	addition	to	a	leaky	current	(gsl)	and	a	capacitive	current.	The	extracellular	
electric	field	was	modeled	as	a	voltage	difference	(VE	)	across	the	compartments.	The	voltage	traces	on	the	
right,	show	the	membrane	polarization	induced	in	each	compartment	by	+DCS	and	–DCS.	The	coupling	
constant		(amount	of	polarization	induced	by	each	V/m)	for	the	somatic	voltage	during	–DCS	is	0.12	mV/V/m	
and	-0.11	mV/V/m	for	+DCS.	In	the	dendritic	compartment	the	coupling	constant	is	0.013	mV/V/m	for	+	DCS	
and	-0.08	mV/V/m	for	–DCS.	(F)	Synaptic	efficacy	modulation	is	independent	of	orthodromic	stimulation	
orientation.	Left,	schematic	of	the	experimental	set-up,	the	bipolar	stimulation	electrode	was	placed	in	the	
middle	of	CA1.	One	recording	electrode	was	located	closer	to	CA3	(proximal	location,	to	the	left	of	the	bipolar	
stimulation	electrode),	and	the	other	was	placed	to	the	right	of	the	stimulation	electrode	(distal	location).	The	
relative	change	of	the	fEPSP	slope	caused	by	the	field	in	the	proximal	location	versus	the	change	in	the	distal	
location	is	shown.		
	
	
	
Direct	current	stimulation	modulates	the	neuronal	input-output	function	
	
To	disambiguate	the	relative	contributions	of	synaptic	effects	at	the	dendrite	from	those	of	action	
potential	generation	at	the	soma	we	determined	the	neuronal	input-output	function	for	the	
computational	model	as	well	as	in	brain	slice.	In	the	model	the	spiking	output	is	quantified	as	the	
firing	probability	and	the	synaptic	input	as	the	average	EPSP	slope	across	the	group	of	neurons	(see	
supplementary	methods).	In	the	model	membrane	polarization	induced	by	DCS	modified	the	
threshold	sensitivity	(x50,	in	the	fitted	model)	in	firing	probability	(Figure	3A).	Negative	DCS	(~4.2	
mV	polarization)	produced	a	leftward	shift	of	-21.63%	in	the	I/O	function	compared	to	control.	
Conversely,	positive	DCS	produced	a	rightward	shift	of	1.53%	(Figure	3C).	The	change	in	gain	
(slope	of	the	sigmoid	at	x50)	for	negative	and	positive	DCS	is	-3.74%	and	36.10%	respectively.	Note	
that	the	horizontal	asymptote	for	single-neuron	simulations	of	the	input-output	function	represents	
the	firing	probability,	therefore	the	maximum	value	is	always	1.		
	
In	the	slice	preparation,	spiking	output	is	measured	as	PS	amplitude	and	synaptic	input	is	captured	
by	fEPSP	slope.	Experimentally	recorded	input-output	function	also	shows	a	lateral	shift	with	DCS	
in	the	same	direction	as	the	model	(Figure	3B,C).	In	accordance	with	the	model,	the	required	
synaptic	input	(fEPSP)	to	elicit	50%	of	population	firing	(x50)	is	shifted	by	-30.31±5.48	%	(p<	0.05,	
n=15)	for	negative	DCS	and	5.46±3.11%	(p<	0.05,	n=15)	for	positive	DCS.	There	is	no	significant	
change	in	gain	(-DCS:	10.45±12.78%;	+DCS:	13.52±5.05%,	n=15).	The	horizontal	asymptote	shows	
a	significant	modulation	with	positive	and	negative	DCS	of	6.72±2.02%	and	-10.31±1.69%,	
respectively.	Figure	3D	shows	increased	neuronal	firing	for	given	synaptic	input	(fixed	fEPSP	
amplitude).	Note	that	fEPSPs	with	the	same	magnitude	produce	quite	different	population	spikes	
for	different	DCS	polarities	(-35	V/m:	1.7	mV;	+35	V/m:	0.26	mV;	control:	0.43	mV).	Thus,	the	
model	and	experimental	data	indicate	that	a	subthreshold	synaptic	input	can	become	
suprathreshold	in	the	presence	of	soma	depolarizing	and	dendrite	hyperpolarizing	electric	field	(-
DCS).		
	
We	observed	that	positive	DCS	is	less	effective	in	modulating	x50	than	negative	DCS.	How	can	this	
asymmetry	in	responsiveness	of	the	neuron	to	DCS	be	explained?	Negative	DCS	depolarizes	the	
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soma,	thus	increasing	firing	likelihood.	In	addition	it	hyperpolarizes	the	dendrite,	which	increases	
the	drive	for	synaptic	currents	and	thus	increases	EPSP	magnitude.	In	contrast,	positive	DCS	
hyperpolarizes	the	soma	and	depolarize	the	dendritic	membrane,	increasing	the	probability	of	
spike	initiation	at	the	latter	location.	The	model	suggests	that	when	the	soma	is	hyperpolarized	the	
action	potential	can	be	triggered	at	the	dendrite,	therefore	preventing	a	reduction	in	firing	by	
positive	DCS.	This	shift	to	dendritic	spike	initiation	may	already	have	been	apparent	in	earlier	
experimental	data	(see	Figure	5	and	6	from	Bikson	et	al.,	2004).	It	is	important	to	note	that	we	
could	not	replicate	this	phenomenon	unless	we	incorporated	active	sodium	channels	into	the	
dendritic	compartment	(see	Figure	S1,	supplementary	material).	In	the	absence	of	active	channels	
in	the	dendrite,	the	depolarized	dendrite	diminishes	EPSP	strength	and	the	firing	is	suppressed	in	
the	hyperpolarized	soma	resulting	in	an	equally	strong	suppressive	effect	for	positive	DCS.	In	
summary,	there	is	an	asymmetric	shift	in	the	experimental	I/O	function	that	results	from	a	
synergistic	effect	for	negative	DCS	but	a	cancellation	of	effects	for	positive	DCS	that	is	only	apparent	
with	active	dendritic	conductances	
	

	
	
Figure	3.	DCS	modulates	the	threshold	of	the	neuronal	input-output	function.		(A)	Model	prediction	of	the	
DCS	effect	on	the	input-output	function.	Spiking	output	is	characterized	by	the	probability	of	firing	and	
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synaptic	input	by	the	average	EPSP	slope	magnitude	measured	at	the	soma.	The	direction	of	the	field	relative	
to	the	model	is	plotted	in	the	upper	inset,	-DCS	(blue)	and	+DCS	(red).	(B)	Neuronal	input-output	function	is	
affected	by	DCS	in	hippocampal	brain	slices.		Spiking	output	is	measured	as	the	population	spike	amplitude	
(PS)	and	synaptic	input	as	the	fEPSP	slope.	The	I/O	curve	of	a	representative	slice	shows	the	threshold	shift	
(X50)	induced	by	-35	V/m	DCS	(blue)	and	a	smaller	change	in	the	opposite	direction	for	+35	V/m	DCS	(red).		
Dashed	lines	mark	the	X50	value	for	each	curve.		Gray	area	depicts	the	fEPSP	slopes	and	PS	values	plotted	on	
(D).	The	direction	of	the	electric	field	relative	to	the	slice	is	plotted	in	the	upper	inset.	(C)	Threshold	changes	
predicted	by	model	and	measured	in	experimental	data.	Percentage	changes	are	quantified	by	normalizing	
the	parameters	in	the	field	condition	by	the	control	condition	and	calculating	the	deviation.	Gray	points	
indicate	the	change	for	each	slice;	black	lines	on	top	of	the	bars	indicate	standard	error.	Note	that	the	model	
yields	one	neuronal	input-output	function	in	each	condition;	therefore	there	are	no	error	bars	for	the	model	
parameters.	(D)	DCS	affects	population	firing	for	an	equal	synaptic	input.	Values	within	the	I/O	curve	with	the	
same	synaptic	input	were	chosen	(gray	area	in	B),	fEPSP	traces	are	plotted	on	the	left	and	population	spikes	
on	the	right	column	for	each	condition:	control	(black),	-DCS	(blue),	+DCS	(red).	The	three	conditions	are	
overlaid	in	the	lower	plot.		
	
	
Direct	current	stimulation	differentially	modulates	spike	time.		
	
Neurons	convey	information	not	only	through	their	firing	rate	but	also	with	the	timing	of	individual	
spikes.	To	investigate	how	DCS	affects	firing	time	we	measured	changes	in	latency	in	the	
computational	model	as	well	as	in	the	experimental	data.	Comparing	the	firing	time	of	the	
population	spike	measured	in	slices	with	the	two-compartment	neuron	model	spiking	times.		
The	difference	in	spike	timing	between	control	and	DCS	conditions,	ΔT,	was	measured	in	the	model	
across	different	orthodromic	stimulation	intensities	(Figure	4A).	Negative	DCS	induces	a	mean	ΔT	
of	-2.82	ms	±	0.32ms	(averaged	over	intensities)	and	1.26ms	±	0.31ms	for	positive	DCS.	Negative	
and	positive	ΔT	represent	an	advancement	or	delay	of	firing	respectively.	In	the	experiment	ΔT	was	
measured	as	the	modulation	in	latency	of	the	population	spike	for	different	orthodromic	
stimulations	intensities	and	again	averaged	over	intensities	(Figure	4B).	–DCS	induced	a	significant	
mean	ΔT	of	-0.31ms±0.07ms	(p<0.05,	n=15)	and	+DCS	resulted	in	a	mean	ΔT	of	0.14ms±0.04ms	
(p<0.05,	n=15).	The	direction	of	change	in	firing	time	is	in	agreement	with	the	model,	as	well	as	the	
asymmetry	in	effect	size.		
	

	
Figure	4.	DCS	alters	firing	time.	(A)	Time	delay	determined	by	the	two-compartment	model.	Left,	
representative	voltage	traces	of	single	spike	timing,	at	determined	pre-synaptic	stimulation	intensity.	Time	
delay	(ΔT)	is	calculated	as	the	spike	latency	in	control	condition	(black)	minus	the	time	of	the	action	potential	
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during	DCS	(-DCS:	blue,	+DCS:	red).	During	–DCS	neurons	fire	faster,	resulting	in	a	negative	ΔT;	the	opposite	
occurs	for	+DCS.	Right,	ΔT	was	measured	for	both	polarities	under	different	orthodromic	stimulation	
intensities	(to	emulate	experimental	data).	-DCS	advances	firing	time	for	all	orthodromic	stimulation	
intensities	(B)	Time	delay	quantified	for	experimental	data.	Left,	representative	physiological	traces	of	
population	firing	with	fix	orthodromic	stimulation	intensity.	ΔT	is	measured	comparing	population	spike	
latency	(short	line	underneath	each	trace)	under	control	versus	DCS	condition.	The	population	of	neurons	fire	
faster	during	–DCS	(blue)	and	viceversa	for	+DCS	(red).	Right,	ΔT	measured	across	orthodromic	stimulation	
intensities	for	each	slice	(n=15).	–DCS	significantly	advances	population	firing	and	+DCS	delays	firing.	Gray	
dots	indicate	the	mean	ΔT	across	orthodromic	stimulation	intensities	for	each	slice.	Lines	on	top	of	the	bars	
indicate	standard	error.		
	
	
Considerations	for	the	modulation	of	I/O	by	DCS	in	the	human	cortex	
	
During	tDCS,	current	flows	from	anode	to	cathode.	Conventionally,	it	is	thought	the	area	under	the	
anode	experiences	an	increase	in	excitability,	whereas	the	opposite	happens	under	the	cathode.	
How	the	neuronal	I/O	function	mediates	these	changes	in	excitability	has	not	been	addressed	yet.	
Here	we	use	the	computational	model	to	predict	how	electric	fields	generated	by	tDCS	could	affect	
the	I/O	function	in	the	presence	of	the	electric	field	distributions	expected	for	the	human	cortex.		
	
First	we	examined	how	field	orientation	and	magnitude	modulates	the	I/O	function	in	the	neuron	
model	(Figure	5A).	The	simulation	predicts	that	the	horizontal	shift	of	the	I/O	function	is	monotonic	
with	field	intensity,	in	accordance	with	previous	physiological	results	[10],	[12],	resulting	in	
approximately	a	-0.45%	shift	per	V/m	applied	for	-DCS	and	0.04%	per	V/m	for	+DCS	(Figure	5A.1).	
Orientation	of	the	electric	field	with	respect	to	the	somato-dendritic	axis	will	determine	the	
polarization	of	the	neuronal	membrane.	Under	perfect	alignment	(Figure	5A.2)	the	somatic	cell	
membrane	and	the	dendritic	compartment	are	maximally	polarized,	resulting	in	the	greatest	
horizontal	shift	of	the	I/O	function.	When	the	field	is	perpendicular	to	the	neuronal	axis	the	cell	
body	and	dendrites	are	minimally	polarized	(Figure	5A.4),	resulting	in	no	change	of	the	I/O	
function	compared	to	control.	For	each	orientation	(Figure	5A.2-4),	the	field	was	treated	as	a	vector	
and	decomposed	into	the	tangential	and	radial		(somato-dendritic	axis)	components.	The	radial	
component	is	the	effective	field	that	induces	membrane	polarization	in	the	neuron.		
	
When	tDCS	is	applied	in	humans,	orientation	and	intensity	of	the	field	are	expected	to	vary	across	
the	brain	[12],	[47].	However,	tangential	current	flow	will	not	affect	the	I/O	function	(Figure	5A.4).	
In	2013,	Rahman	et	al.	analyzed	what	fraction	of	cortical	tissue	is	exposed	to	tangential	current	
flows	versus	‘radial’	flows,	i.e.	along	the	somato-dendritic	axis	of	pyramidal	neurons.	We	repeated	
this	analysis	for	the	conventional	montage	of	electrodes	M1-SO	(Figure	5B.1)	which	results	in	radial	
fields	with	distribution	shown	in	Figure	5B.2.	Neurons	in	the	cortical	gyri	will	experience	soma	
hyperpolarization	and	depolarization	according	to	their	location	relative	to	the	current	flow.	For	
these	neurons	the	effects	of	the	I/O	was	simulated	and	averaged,	resulting	in	the	aggregate	I/O	
effect	for	the	population	of	neurons	(Figure	5B.3).	We	calculated	the	combined	effect	for	a	group	of	
neurons	by	sampling	a	100	times	from	the	probability	density	function	of	the	electric	field	
underneath	the	anode	and	the	cathode	(Figure	5B.4).	There	is	a	mix	of	polarization	in	the	areas	
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underneath	the	electrodes,	with	a	predominance	of	negative	fields	beneath	the	anode	(soma	
depolarizing)	and	vice	versa	for	the	cathode.	Thus	the	aggregate	I/O	underneath	the	anode	is	
subject	to	a	leftward	shift	of	the	I/O	(-0.05%	shift	per	V/m	applied)	(Figure	5B.5,	5B.6).	For	the	
cathode	the	sensitivity	of	the	population	I/O	is	smaller	(0.01%	change	per	V/m	applied)	due	to	the	
asymmetry	described	previously	(Figure	3).		
	
Under	the	electrodes,	neurons	experience	variable	intensities	of	fields	(Figure	5B.4),	the	aggregate	
effect	on	the	I/O	is	dominated	for	the	neurons	that	experience	a	very	small	field	(most	cells	undergo	
fields	near	0	V/m).	Thus	producing	a	very	small	shift	of	the	aggregate	I/O	curve	under	the	
anode/cathode	when	compared	to	results	obtained	in	Figure	5A:	-0.05%/0.01%	per	V/m	under	the	
anode/cathode	(Figure	5B.6)	versus	-0.45%/0.04%	per	V/m	for	experimental	and	modeling	data	in	
hippocampal	brain	slices	(Figure	5A.1,	Figure	3C).	We	calculated	the	rate	of	change	of	the	I/O	under	
the	anode/cathode	for	neurons	that	are	in	the	95th	percentile	of	the	electric	field	distribution,	
meaning	the	ones	that	experience	the	peak	electric	field	(Figure	5B.4,	5B.7).	Under	the	anode	the	
I/O	function	of	the	neurons	that	are	maximally	depolarized	at	the	soma	changes	-0.2%	per	V/m	and	
0.02%	per	V/m	for	the	cells	with	topmost	soma	hyperpolarization.	Under	the	cathode	the	predicted	
modulation	is	-0.1%	per	V/m	and	0.06%	per	V/m	respectively.	Despite	mixed	polarization	of	the	
cells	under	the	anode,	excitability	changes	are	dominated	by	neurons	with	depolarized	soma	
resulting	in	increased	excitability.	Whereas	under	the	cathode	excitability	reduction	is	comparable	
to	its	increase,	meaning	that	the	cells	that	are	mostly	depolarized	and	hyperpolarized	under	the	
cathode	experience	changes	of	the	I/O	of	similar	magnitudes	but	opposite	direction	(0.06%	per	
V/m	versus	-0.1%	per	V/m).			
	



14	
	

	
Figure	5.	I/O	function	model	for	population	of	neurons	predicts	different	excitability	changes	under	the	
anode	versus	cathode.	(A)	Single-neuron	model	predicts	modulation	for	various	field	intensities	and	
orientations.	(A.1)	Horizontal	shift	of	the	I/O	function	for	multiple	field	magnitudes.	Orientation	of	the	field	is	
aligned	with	the	somato-dendritic	axis.	The	computational	model	predicts	a	monotonic	modulation	
(approximately	linear)	of	the	horizontal	shift	of	the	I/O	curve	(x50	shift).	Sensitivity	to	the	field	intensity	
varied	between	positive	and	negative	fields.	Resulting	in	an	approximate	change	of	-0.45%	of	the	X50	
compared	to	control	per	V/m	applied	for	negative	fields	and	0.04%	shift	per	V/m	for	positive	fields.	(1)	and	
(2)	indicate	the	change	of	the	I/O	function	shown	in	A.2.(A.2-A.4)	For	a	fixed	field	amplitude	(35	V/m)	the	
relative	orientation	was	varied	from	0°	(A.2)	to	45°	(A.3)	to	90°	(A.4),	inset	indicates	direction	and	polarity	of	
the	field.		(B)	The	single-neuron	model	was	coupled	with	a	multi-scale	model	of	macroscopic	currents	in	the	
human	brain	(Rahman,	2013).	We	simulated	the	effect	of	polarizing	currents	on	the	I/O	function	for	neurons	
distributed	across	the	cortex	under	the	anode	and	cathode.	(B.1)	A	conventional	M1-SO	montage	was	
simulated.	(B.2)	The	current	flow	intensity	alternated	regularly	across	the	cortex	(false	color	map	shows	the	
electric	field	along	the	somato-dendritic	axis)	(B.3)	Schematic	of	the	cortical	gyrius	and	the	neuronal	
orientation	relative	to	the	current	flow.	Gray	arrows	depict	the	direction	of	the	current.	The	polarization	
effect	on	the	I/O	function	is	shown	for	each	group	on	neurons	in	the	gyrius	(I/O	functions	plotted	outside	the	
schematic	gyrius).	The	aggregate	effect	is	calculated	as	the	average	across	the	population	of	neurons	(I/O	
curve	in	the	center	of	the	gyrius).		When	current	flows	inward	neurons	experience	a	soma	depolarization	
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(blue)	resulting	in	a	larger	shift	of	the	I/O	function	to	the	left.	The	opposite	effect	occurs	for	neurons	on	the	
contralateral	area	of	the	gyrus.	(B.4)	Probability	density	function	of	the	radial	component	of	the	electric	field	
underneath	the	anode	and	the	cathode.	The	gradient	indicates	the	type	of	cell	body	polarization	(blue,	
depolarizing;	red,	hyperpolarizing).	(a)	and	(c)	refer	to	the	5th	percentile;	(b)	and	(d)	refer	to	the	95th	
percentile.	(B.5)	Schematic	representation	of	the	mean	effect	on	the	I/O	function	of	all	neurons	that	are	
exposed	the	electric	field	distribution	in	(B.4).	Upper,	the	population	effect	under	the	anode	is	a	leftward	shift	
shown	in	blue.	Lower,	the	population	effect	under	the	cathode	is	a	rightward	shift,	plotted	in	red.	(B.6)	I/O	
function	change	for	the	population	underneath	the	anode	and	the	cathode	quantified	as	%	change	of	the	X50	
threshold	per	V/m	applied.	(B.7)	I/O	function	modulation	for	the	population	of	neurons	that	experience	the	
peak	electric	fields	under	the	electrodes.	(a,c)	5%	of	neurons	that	are	exposed	to	the	strongest	negative	fields	
(soma	depolarizing)	under	the	anode.	(b,d)	5%	of	neurons	affected	by	the	strongest	positive	fields	(soma	
hyperpolarizing)	under	the	anode/cathode.		
	
	
DISCUSSION	
	
We	demonstrate	how	under	DCS	the	I/O	function	is	changed,	modifying	the	likelihood	of	firing	for	a	
fixed	synaptic	input	strength.	The	I/O	function	determines	whether	a	neuron	fires	or	not,	
contributing	to	the	neural	processing	within	local	circuits	that	ultimately	affects	neurophysiological	
and	behavioral	outcomes	[48].	Overall	DCS	tends	to	shift	the	threshold	of	the	I/O	function	making	
neurons	more	responsive	to	synaptic	stimuli	(Figure	1F),	which	is	a	crucial	component	in	most	of	
motor	and	cognitive	tasks	[49]–[52].		
	
It	is	well	established	that	DCS	modulates	synaptic	efficacy	(synaptic	input)	and	population	firing	
(spiking	output),	each	as	independent	measures.	Input	measurements	such	as	synaptic	
transmission	or	pre-synaptic	activation	are	also	modified	during	DCS	[53]–[55]	,	and	mixed	effects	
have	been	reported	for		fEPSPs	[10]-[12].	Output	responses	measured	in	animal	models	such	as	
firing	rate,	network	oscillation,	excitability	[8]–[10],	[13],	[57],	[58];	and	excitability	measures	in	
humans	such	as	sensitivity	to	motor	evoked	potentials	with	transcranial	magnetic	stimulation	[6],	
[59],	[60]	or	visually	evoked	potentials	are	all	modulated	during	DCS	as	well	[61],	[62].	However,	
the	simultaneous	modulation	of	firing	activity	and	synaptic	efficacy	during	DCS	raises	a	basic	
question:	how	much	of	the	previously	observed	changes	in	output	(firing)	are	due	to	changes	in	
synaptic	current	entering	the	cell	as	opposed	to	a	change	in	the	responsiveness	of	the	cell?	
	
Previous	studies	report	that	a	whole-cell	membrane	depolarization	induces	a	shift	in	the	I/O	
function	of	neurons	[63],	[64].	Under	DCS	the	polarization	profile	of	neurons	is	more	complex	with	
opposite	polarization	along	the	somato-dendritic	axis.	During	negative	DCS	(‘anodal	stimulation’)	
current	flows	from	the	apical	dendrites	to	the	soma,	hyperpolarizing	the	dendritic	membrane	and	
depolarizing	the	soma.	The	opposite	occurs	for	+DCS	(‘cathodal	stimulation’),	the	dendrites	are	
depolarized	and	the	soma	hyperpolarized.	The	computational	model	suggests	that	opposing	
polarizations	have	a	synergistic	effect	that	leads	to	a	leftward	shift	in	the	I/O	threshold	under	
anodal	stimulation:	First,	by	hyperpolarizing	the	membrane	at	the	dendrites	the	driving	force	for	
synaptic	current	is	increased	following	a	simple	and	well-established	relationship:	Isyn=gsyn(Vm-Esyn)	
[65],	therefore	increasing	the	synaptic	current	entering	the	cell	[66].	Second,	this	increased	
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synaptic	input	has	a	higher	likelihood	of	producing	an	action	potential	given	the	depolarization	at	
the	soma	induced	by	DCS.	The	interaction	between	the	two	compartments	results	crucial	for	
describing	the	effects	of	DCS	at	a	cellular	level,	encouraging	the	use	of	neuron	models	with	two	or	
more	compartments	in	future	studies.		
	
Previous work by our group and others has focused on synaptic effects of DCS. Various groups have 
shown that fEPSP size is modulated by DCS [10]-[12], attributing a fraction of that to DCS effects on 
pre-synaptic axon terminals. Here we were interested in the I/O function and specifically controlled for 
such pre-synaptic effects by using fields that are perpendicular to the axon bundle [12]. To verify that pre-
synaptic strength was not modulated we measured the size of the fiber volley and found not effect of 
DCS. Note also that axonal effects do not directly impact the “output”, as output is measured in terms of 
population firing (i.e number of spikes) and not the efficacy of each spike. Hence, the computational 
model here did not need to include an axonal compartment, but future work may want to combine the 
observed somatic, dendritic and axonal effects of DCS in a single computational model.			
	
Positive	DCS	induces	an	opposite	rightward	shift	of	the	I/O	function	but	the	magnitude	of	this	shift	
is	smaller	compared	to	negative	DCS.	Figure	3D	shows	that	the	reduction	of	firing	for	the	same	
fEPSP	is	less	for	+DCS	than	the	augmentation	produced	by	-DCS.	Why	is	DCS	stimulation	more	
‘effective’	for	one	polarity	than	the	other?	The	computational	model	suggests	that	this	asymmetry	is	
due	to	the	site	of	dendritic	spike	initiation.	+DCS	hyperpolarizes	the	soma	and	depolarizes	the	
dendrite,	therefore	reducing	the	distance	to	the	action	potential	threshold	at	the	dendrites.	When	
an	orthodromic	input	arrives	to	the	active	dendrite	it	produces	a	sodium	spike	that	will	trigger	a	
spike	at	the	soma,	in	spite	of	its	membrane	hyperpolarization.	Previous	studies	show	that	sodium	
spikes	can	be	generated	in	the	soma	or	dendrites	depending	on	the	pre-synaptic	stimulus	intensity	
and	pattern	[39]–[46].	In	2004,	Bikson	et	al.	measured	a	shift	in	spike	initiation	from	the	soma	
towards	the	dendrite	under	+DCS	that	resulted	in	an	asymmetric	modulation	of	firing.	
	
Active	dendrites	may	also	explain	the	asymmetry	observed	for	the	timing	effect	of	DCS.	Negative	
DCS	depolarizes	the	soma,	which	decreases	the	distance	to	threshold;	therefore	decreasing	the	time	
to	spike	[14].	With	positive	DCS	fields	the	spike	initiation	moves	to	the	dendrite	and	thus	the	
expected	delay	from	somatic	hyperpolarization	is	reduced.	Active	conductances	were	critical	in	
order	for	the	model	to	fully	reproduce	the	experimental	results	describing	I/O	modulation.	While	
simpler	models	with	passive	dendrites	were	able	to	reproduce	the	direction	of	the	I/O	shift,	they	
failed	to	reproduce	the	asymmetry	(see	supplementary	material,	Figure	S1).		
	
Although	we	have	presented	a	possible	explanation	for	the	observed	effects	of	DCS,	a	number	of	
alternative	mechanisms	are	also	possible:	1)	Differential	effect	of	DCS	on	inhibitory	and	excitatory	
neurons	due	to	their	different	morphologies,	thus	affecting	the	feed-forward	inhibition	circuit	of	
cells	in	CA1	[67]–[69].	2)	Extracellular	buffering	of	potassium	by	glial	cells	can	affect	intrinsic	
excitability	of	neurons	[70].	Indeed,	a	recent	study	has	shown	a	strong	effect	of	DCS	on	glial	
function	[71].	Future	studies	using	patch-clamp	recordings	or	calcium	imaging	measurements	may	
provide	direct	support	of	the	physiological	mechanism	proposed	in	this	study.		
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There	are	important	differences	between	the	present	in-vitro	experiment	with	DCS	and	what	may	
be	expected	with	tDCS	in	human	studies.	One	of	important	caveat	is	the	fact	that	the	orientation	of	
the	electric	field	relative	to	the	somato-dendritic	axis	varies	along	cortical	gyri	and	sulci.	Field	
orientation	is	important	as	it	will	affect	the	sensitivity	of	the	neurons	to	the	field	magnitude	[72],	by	
virtue	of	varying	the	induced	membrane	polarization	(Figure	5).	In	the	model,	the	effect	of	DCS	on	
the	I/O	function	is	reduced	whenever	the	field	is	at	an	angle	from	the	somato-dendritic	axis	(Figure	
5A.2-4).	Another	important	difference	between	the	present	in-vitro	experiments	and	electric	fields	
expected	for	tDCS	in	humans	is	the	intensity	of	the	field.	We	have	used	strong	fields	to	obtain	robust	
experimental	effects.	To	estimate	effect	sizes	for	smaller	fields	we	simulated	changes	in	the	I/O	
function	for	various	field	intensities	(Figure	5).	The	shift	of	the	I/O	scales	monotonically	with	the	
intensity	of	the	electric	field	and	there	is	nothing	in	our	results	that	suggests	a	lower	threshold	for	
the	observed	effects.	We	estimate	a	0.6%	change	of	the	X50	threshold	per	V/m	applied	for	anodal	
stimulation.	This	compares	to	a	0.5%	effect	on	firing	rate	[9]	and	a	1.1%	effect	on	synaptic	efficacy	
per	V/m	applied	[12].	
	
Many	animal	and	human	studies	have	been	explained	or	motivated	by	the	notion	of	a	change	in	
neuronal	excitability	as	a	result	of	membrane	polarization	[6],	[10],	[13],	[14],	[17],	[22],	[73].	Until	
recently	[12],	the	argument	typically	focused	on	somatic	polarization	of	pyramidal	cells,	and	tended	
to	ignore	the	simultaneous	opposite	polarization	of	apical	dendritites.	The	more	detailed	analysis	
provided	here	for	the	interaction	of	these	two	effects	provides	a	possible	explanation	for	the	
numerous	findings	that	anodal	and	cathodal	effects	are	not	of	equal	strength	in	many	human	and	
animal	studies	[18]–[20],	[24],	[74],	anodal	often	having	a	stronger	effect	[21]–[23],	[25],	[26].		The	
computational	model	suggests	that	the	region	under	the	anode	has	increased	excitability,	with	a	
higher	likelihood	of	firing	for	a	given	synaptic	input.	The	region	under	the	cathode	has	decreased	
excitability,	but	this	reduction	is	smaller	in	magnitude	when	compared	to	the	modulation	of	the	I/O	
function	under	the	anode,	as	often	observed	in	human	tDCS	studies.		
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Supplementary	Material		

Two-compartment	computational	neuron	model	
Uniform	electric	fields	induce	a	change	in	membrane	polarization	across	the	cell	[1],	[2].	Neuronal	
compartments	at	opposing	ends	of	a	cell	(along	the	direction	of	the	field)	experience	opposite	
changes	in	membrane	potential,	with	intermediate	values	along	the	cell	in	the	direction	of	the	field.	
The	simplest	model	that	accounts	for	compartment	specific	polarization	along	the	soma-dendrite	
axis	is	a	two-compartment	model.		
Here	we	used	a	reduced	model	of	a	pyramidal	cell	[3]–[5]	that	consists	of	two	electrically	coupled	
compartments:	dendritic	and	axosomatic.	Figure	2D	shows	a	schematic	representation	of	the	
neuron	model	as	well	as	its	coupling	to	the	extracellular	field	through	the	extracellular	potential	
difference	VE.	The	membrane	potential	dynamics	for	each	compartment	are	set	by	the	following	
equations:	
	

−𝐶!
𝑑𝑉!
𝑑𝑡

= 𝑔! 𝑉! − 𝐸! + 𝐼!!"# −
𝐼!
𝑝
	

−𝐶!
𝑑𝑉!
𝑑𝑡

= 𝑔! 𝑉! − 𝐸! + 𝐼!!"! +
𝐼!

1 − 𝑝
+ 𝐼!"#	

	
Vs	and	Vd	are	the	somatic	and	dendritic	membrane	voltages,	El	is	the	reversal	potential,	Cm	is	the	
membrane	capacitance.	The	uniform	extracellular	electric	field	exposes	the	neuron	to	a	voltage	
gradient	which	can	be	modeled	as	a	voltage	difference	𝑉! inducing	a	current		𝐼! = 𝑔!  (𝑉! + 𝑉! −
𝑉!) 	between	the	two	compartments	[6].	The	factors	𝑝	and	(1 − 𝑝)	account	for	the	relative	area	
occupied	by	the	soma	and	dendrites.	𝐼!!"#and	𝐼!!"#	represent	the	sum	of	all	the	currents	due	to	active	
conductances	in	the	somatic	and	dendritic	compartments.	The	active	currents	follow	standard	
Hodgkin	and	Huxley	formalism.	𝐼!!"#	includes	a	fast	Na+	current	(	gNa=30	mS/cm2	,	Pinsky	and	Rinzel,	
1994;	Traub	et	al.,	1991),	a	persistent	sodium	current		[5],	[7]–[10]	and	a	delayed	rectifier	
potassium	channel	[5].		𝐼!!"#includes	a	slow	voltage-dependent	non-inactivating	potassium	channel	
[3],	a	persistent	sodium	current	[7]–[10]	and	a	delayed	rectifier	potassium	channel	[5].	The	
reversal	potentials	are	ENa=	55mV,	El=-65mV	and	EK=-90mV.	The	leak	conductance	is	set	to	gl=0.18	
mS/cm2,	the	connecting	conductance	gc=0.12mS/cm2	and	the	capacitance	of	the	membrane	
Cm=0.75μF/cm2.	All	the	channel	dynamics	and	transition	rates	are	described	in	[3],	[4],	[10],	[11].	
Initiation	and	propagation	of	spikes	in	the	model	are	assumed	to	come	mainly	from	the	
contribution	of	sodium	channels	[12],	[13].	As	the	model	is	not	required	to	generate	repetitive	
firing	we	did	not	include	dendritic	calcium	channels.		We	included	active	sodium	and	potassium	
channels	to	allow	for	spike	initiation	at	the	dendritic	compartment	consistent	with	empirical	
studies,	which	find	no	variation	in	sodium	channel	density	between	soma	and	dendrites	[14],	[15].		
Pyramidal	cell	membrane	polarization	is	approximately	linear	with	electric	field	intensity	in	the	
magnitude	range	tested	here	[16].	The	proportionality	constant,	i.e.	the	sensitivity	of	the	membrane	
to	fields,	was	set	so	that	under	a	35	V/m	electric	field	the	neuron	experiences	a	~4.2	mV	
polarization.	Meaning	that	for	each	V/m	applied	field	there	is	0.12mV	polarization	which	is	within	
the	expected	physiological	range	[17].		
Synaptic	input	was	delivered	to	the	dendritic	compartment	by	applying	AMPA	currents	following	
the	kinetics	previously	described	[18].	The	reversal	potential	was	𝐸!"# = 0𝑚𝑉.The	constants	that	
determine	the	binding	to	receptors	were:	𝛼 = 1.5𝑚𝑠!!𝑚𝑀!!(forward	rate)	and	𝛽 = 0.75𝑚𝑠!!	
(backward	rate).		
Acute	effects	of	35	V/m	DCS	were	assessed	in	the	model	by	evoking	a	subthreshold	EPSP	and	
quantifying	its	slope	under	three	conditions:	control,	+DCS,	–DCS.	The	EPSP	slopes	in	the	model	
were	measured	using	the	same	methods	as	in	the	experimental	data.	I/O	functions	in	hippocampal	
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slices	are	determined	by	increasing	the	orthodromic	stimulation	intensity,	which	leads	to	a	
stronger	recruitment	of	axons	in	Schaffer	collateral	resulting	in	a	bigger	synaptic	input	(Figure	1C).	
This	was	emulated	in	the	computational	model	by	monotonically	augmenting	the	AMPA	current	to	
a	group	of	100	neurons.	Each	synaptic	input	was	delivered	with	a	certain	amount	of	variability	for	
each	neuron	(randomly	sampled	from	a	Gaussian	distribution	with	a	standard	deviation	
proportional	to	the	mean	synaptic	input	value),	emulating	the	different	amount	of	synaptic	inputs	
activated	due	to	intrinsic	differences	in	each	neuron.	The	mean	EPSP	slope	was	plotted	versus	the	
average	firing	probability	across	the	group	of	100	neurons,	for	each	intensity	and	condition.	The	
sigmoid	fit	in	the	model	was	done	as	above,	with	ymax	now	representing	the	maximum	probability	of	
firing.		
	

Computational	model	with	passive	dendrites	predicts	symmetric	change	in	I/O	function.	
The	simplest	model	that	can	account	for	compartment	specific	polarization	along	the	soma-
dendrite	axis	is	a	two-compartment	model.	Here	we	used	a	model	based	on	Morris-Lecar	[19]–[21].	
Parameters	were	chosen	as	in	Prescott	et	al.[20].	Figure	S1.A	shows	a	schematic	representation	of	
the	neuron	model	as	well	as	its	coupling	to	the	extracellular	field	through	the	extracellular	potential	
difference	VE.	The	somatic	compartment	contains	𝑁𝑎!and	𝐾!	conductances	responsible	for	action-
potential	generation	and	is	connected	to	the	dendritic	compartment	by	a	coupling	conductance	𝑔! .	
For	a	simple	description	of	the	somato-dendritic	interaction	we	chose	a	passive	dendritic	
compartment.	The	membrane	potential	dynamics	for	each	compartment	are	set	by	the	following	
equations:	

−𝐶𝑚
𝑑𝑉!
𝑑𝑡

= 𝑔!"𝑚!(𝑉!)(𝑉! − 𝐸!") + 𝑔!  𝑤 (𝑉! − 𝐸!) + 𝑔!"(𝑉! − 𝐸!") −
𝑔!
𝑝
(𝑉! + 𝑉! − 𝑉!)	

−𝐶𝑚
𝑑𝑉!
𝑑𝑡

= 𝑔!"(𝑉! − 𝐸!") +
𝑔!

(1 − 𝑝)
(𝑉! + 𝑉! − 𝑉!)	

The	uniform	extracellular	electric	field	exposes	the	neuron	to	a	voltage	gradient	that	can	be	
modeled	as	a	voltage	difference	𝑉! 		that	induces	a	current	𝐼! = 𝑔!  (𝑉! + 𝑉! − 𝑉𝑠) 	between	the	
two	compartments	[6].	The	factors	𝑝	and	(1 − 𝑝)	account	for	the	relative	area	occupied	by	the	soma	
and	dendrites.		
The	neuron	model	with	passive	dendrites	reproduces	the	direction	of	the	change	in	the	horizontal	
shift,	-DCS	increases	firing	likelihood	for	a	given	synaptic	input	(leftward	shift)	and	+DCS	decreases	
it	(rightward	shift).	The	X50	change	induced	by	-DCS	when	compared	to	control	is	-18.27%	and	
+19.56%	by	+DCS	(Figure	S1.B).	This	simple	representation	of	a	neuron	fails	to	reproduce	the	
asymmetry	of	the	DCS	effect	seen	in	the	experimental	data	(Figure	3).		This	result	emphasizes	the	
role	of	active	conductances	when	describing	the	dendritic	compartment.		
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Figure	S1.Computational	neuron	model	with	passive	dendritic	compartment.	(A)	Schematic	of	two-
compartment	model.	The	dendritic	compartment	is	formed	by	a	leaky	conductance	(gdl)	and	a	capacitive	
current	connected	through	a	coupling	conductance	(gC)	to	the	axon/soma	compartment	including	a	
potassium	(gK)	and	a	sodium	(gNA)	conductance	responsible	for	the	action-potential	generation.	The	
extracellular	electric	field	was	modeled	as	a	voltage	difference	(VE	)	across	the	compartments.	Refer	to	figure	
2D	for	comparison	with	the	model	with	active	dendritic	conductances.	(B)	Model	prediction	of	the	DCS	effect	
on	the	input-output	function.	-DCS	(blue)	and	+DCS	(red).	(C)	X50	changes	predicted	by	model.	Percentage	
changes	are	quantified	by	normalizing	the	parameters	in	the	field	condition	by	the	control	condition	and	
calculating	the	deviation.		The	changes	in	X50	are	-18.27%	and	+19.56%	for	negative	and	positive	DCS	
respectively.		
	
I/O	function	modulation	for	fields	expected	in	human	cortex	under	tDCS	
During	tDCS,	current	flows	from	anode	to	cathode.	The	electric	fields	generated	in	the	brain	vary	in	
magnitude	and	orientation.	The	orientation	of	the	field	is	highly	non-uniform	across	gyri	and	sulci	
elements	due	to	cortical	folding.	In	the	case	of	gyri,	current	may	flow	tangential	to	the	cell	layer	in	
the	crown	and	along	the	somato-dendritic	axis	in	the	wall	(see	Figure	2A	in	[22]).	As	predicted	by	
Figure	5A,	this	difference	in	field	orientation	affects	dramatically	the	change	of	the	I/O	function.	
Pyramidal	neurons	in	the	crown	may	undergo	a	threshold	shift	of	0.02%	per	V/m	(Figure	S2A),	
whereas	the	change	is	maximal	at	the	wall	(-0.08%	per	V/m)	where	electric	field	and	the	somato-
dendritic	axis	are	well	aligned	(Figure	S2B).	A	negative	change	means	that	the	I/O	is	shifted	to	the	
left,	therefore	increased	likelihood	of	firing	per	synaptic	input	(Figure	3D).		
	

	

Figure	S2.	Predicted	modulation	of	the	I/O	threshold	for	fields	expected	at	various	locations	of	a	folded	
cortical	surface.	FEM	models	of	human	head	and	brain	anatomy	were	used	to	obtain	the	electric	field	
magnitude	and	orientation	distribution	in	different	regions	of	the	brain.	The	change	for	the	I/O	threshold	was	
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calculated	for	several	field	magnitudes	at	the	gyral	crown	and	wall.	(A)	Subregion	of	neurons	along	the	gyral	
crown	where	the	current	flows	perpendicular	to	the	pyramidal	cell	geometry.	The	model	predicts	a	0.02%	
change	of	X50	per	V/m.	(B)	Subregion	of	neurons	along	the	gyral	wall,	where	current	flows	parallel	to	
pyramidal	cell	geometry.	The	model	predicts	a	-0.08%	of	X50	change	per	V/m.		
	
Computational	model	reproduces	previous	physiological	results	
Previous	physiological	studies	measured	how	fields	alter	excitability,	or	firing,	without	taking	into	
account	the	modulation	of	synaptic	inputs	by	DCS.	In	1981,	Jefferys	et	al.	reported	a	change	in	firing	
for	neurons	in	CA3	that	was	asymmetric	for	different	field	polarities	[23];	Figure	S3.A).	The	data	
from	this	study	suggest	that	the	%	change	in	firing	was	0.86%	per	V/m	for	positive	fields,	and	a	
decrease	of	0.68%	per	V/m	for	negative	fields.	Note	that	since	CA3	has	a	reverse	morphology	
negative	fields	in	this	configuration	are	soma	hyperpolarizing	and	dendrite	depolarizing	(called	
+DCS	for	recordings	in	CA1,	Figure	1-5);	and	positive	fields	are	soma	depolarizing	and	dendrite	
hyperpolarizing	(corresponding	to	-DCS).	This	asymmetry	in	the	rate	of	firing	change	for	different	
electric	field	magnitude	can	be	reproduced	by	our	computational	model	(Figure	S3.B),	produced	by	
the	asymmetry	in	the	I/O	(Figure	3)	that	indirectly	modulates	the	rate	of	firing	differently	for	
opposing	polarities.		The	computational	model	produces	a	change	in	firing	of	1.32%	per	V/m	for	
positive	fields	and	a	change	of	0.61%	per	V/m	for	negative	fields.	Even	though	the	magnitude	is	not	
exactly	reproduced	there	is	a	clear	asymmetry	in	the	slopes	for	opposite	field	polarities	that	is	seen	
in	the	data	and	reproduced	by	the	computational	model	implemented	in	this	study.	

	

Figure	S3.	Previous	physiological	results	can	be	explained	by	the	present	computational	model	with	active	
dendritic	compartment.	(A)	Data	from	Jefferys	et	al.	(Jefferys	1981),	measured	in	the	CA3	area	of	hippocampal	
rat	brain	slices.	The	change	in	firing	(ΔFiring)	is	calculated	as	the	normalized	population	spike	measured	in	
CA3,	when	the	field	is	applied	along	the	somato-dendritic	axis.	Positive	fields	(soma	depolarizing	and	
dendrite	hyperpolarizing,	blue)	induce	a	slope	0.86%	change	in	firing	per	V/m	applied,	and	the	95%	credible	
interval	is	[0.65-1.10]%	(dashed	lines).	Negative	fields	(soma	hyperpolarizing	and	dendrite	depolarizing,	red)	
produce	a	slope	of	0.68%	change	per	V/m	applied,	and	the	95%	credible	interval	is	[0.54	0.78]%.	Comparison	
of	the	bootstrap	distribution	of	slopes	for	both	polarities	yielded	significant	results	(p<0.0001).	(B)	
Computational	model	reproduces	previous	results	by	Jefferys.	For	a	population	of	50	neurons,	the	level	of	
firing	was	measured	at	each	field	intensity.	The	slope	for	positive	fields	(blue)	is	1.32%	change	in	firing	per	
V/m	and	0.61%	modulation	of	firing	per	V/m.		
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Computational	model	of	I/O	function	model	predicts	asymmetric	synaptic	plasticity	with	
theta-burst	stimulation.		
As	we	have	shown	in	the	main	manuscript,	during	DCS	the	probability	to	fire	an	action	potential	for	
a	given	synaptic	input	is	altered.	Under	-DCS	this	probability	is	increased	and	the	opposite	happens	
for	+DCS.	In	addition,	the	firing	time	of	the	action	potential	is	also	affected	in	a	non-symmetric	
fashion.	The	timing	and	level	of	spiking	activity	are	crucial	for	cellular	mechanisms	of	synaptic	
plasticity.	To	predict	possible	effects	of	synaptic	plasticity	we	added	a	learning	rule	for	the	synapse	
to	our	computational	model	following	[24],	thus	predicting	the	change	in	synaptic	strength	after	
applying	a	Theta	Burst	Stimulation	(TBS)		(Figure	S4.A).	The	long	term	potentiation	of	the	model	
synapse	was	370%	for	-DCS,	290%	for	control	(no	DCS)	and	248%	for	+DCS	(Figure	S4.B).	The	
average	time	difference	between	action	potentials	during	-DCS	compared	to	control	was	-0.25	ms,	
and	0.05	ms	for	+DCS	(Figure	S4.C).	Indicating	that	the	asymmetric	time	change	is	sustained	during	
TBS.	A	stronger	potentiation	of	synapses	is	expected	after	combining	TBS	with	-DCS	relative	to	
control.	There	is	still	long	term	potentiation	when	TBS	is	combined	with	+DCS	but	the	percent	of	
learning	is	relatively	less	than	in	control	and	-DCS	conditions.		
	

	
Figure	S4.	Synaptic	plasticity	predicted	by	the	computational	model	with	active	dendrites.	(A)	Stimulation	
protocol	for	the	control	case.	During	DCS	a	field	is	applied	to	the	neuron.	(B)	Normalized	synaptic	weight	
changes	after	TBS	as	predicted	by	the	model.	(C)	Difference	in	firing	time	from	DCS	to	control	during	each	
burst	of	TBS.	(D)	Voltage	traces	during	the	first	TBS	burst.	(-DCS:	blue,	Control:	black,	+DCS:	red).		
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